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On Problem of Internal Boundary Control for String Vibration Equation

The article deals with the vibration control problem described by one dimensional wave equation with integral type boundary condition. As usual, the initial and final moments of time for arbitrary displacements and velocities of the wave are specified by points on a string (Cauchy data). It is shown that the minimum time for the realizable control is uniquely determined by the condition of correct solvability to the Cauchy problem involving data lying on disconnected manifold. This suggests that the internal boundary conditions does not affect the minimum time value. Necessary and sufficient conditions for the existence of the desired internal-boundary controls that move the process from the state initially specified to a predetermined final one are obtained and written out. The controls are presented in explicit analytical form. Moreover, it is shown that for the inner-boundary controls expressions, one should use not the representation of the solution to the Cauchy problem in the sought-for domain, but the formula for the general solution of the string oscillation equation (d’Alembert’s formula).

Keywords: string vibration equation, boundary control, Cauchy problem, trunk and branched pipeline networks, nonlocal mixed problem.

Introduction

One of the main parts of systems with distributed parameters in the Control Theory is one-dimensional distributed-parameter system for objects with the motion described by hyperbolic partial differential equations. As a rule, these objects control requires considering oscillation and wave propagation. We refer to objects include such technical facilities as a compressor and pumping stations providing distributing water via trunk and branched pipeline networks at a given flow rate and pressure. The problem of pressure pulsation dampening in pipelines is considered to be a classical one. A detailed account on engineering aspects and mathematical formulations for this problem and also various solution techniques can be found in [1], as well as in [2, 3]. There are many works devoted to boundary control problems for hyperbolic equations, including loaded ones, and to optimization problems in terms of an arbitrary sufficiently large time interval, and others, we here mention only some of them [4–14]. These papers investigated boundary control problems for hyperbolic equations with both local and nonlocal multi-point boundary conditions. The boundary control problem is formulated as follows: Define the control action for moving the internal state of a system from any initial state to any other final state in a finite time interval. If the controls are determined on the boundary such problem is called the boundary control problem. If controls are defined inside the domain as well as on the boundary such a problem is logically called the problem of the internal boundary control. In mathematical terms, the unique solvability of the control problem is equivalent to the well-posed solvability of the Cauchy problem with data lying on a disconnected
manifold. It is this fact that makes it possible to determine the minimum time during which unambiguous control is carried out.

The following results were obtained:
1. Necessary and sufficient conditions \( \varphi_0(x), \varphi_1(x), \psi_0(x), \psi_1(x), k_1(x, t), k_2(x, t) \), are established ensuring the existence of the boundary controls \( \mu(t) \) and \( \nu(t) \), in the form of

\[
\begin{align*}
\varphi_0'(0) - \varphi_0(0) - \varphi_1'(l) + \psi_1(l) &= 0, \\
\varphi_0(l) + \psi_0(l) - \varphi_1(0) &= 0, \\
\varphi_0''(0) - \varphi_0'(0) - \psi_1''(l) + \psi_1'(l) &= 0, \\
\varphi_0''(l) + \psi_0''(l) - \varphi_1'(0) - \psi_1'(0) &= 0.
\end{align*}
\]

2. Under conditions (1)–(4), an explicit analytical form of the sought controls is found

\[
\begin{align*}
\mu(t) &= \frac{1}{2} \varphi_0(t) + \frac{1}{2} \int_0^t \psi_0(\xi)d\xi + \frac{1}{2} \varphi_1(l - t) + \frac{1}{2} \int_{t-l}^t \psi_1(\xi)d\xi + \frac{1}{2} \varphi_0(0) - \frac{1}{2} \varphi_1(l) + U_{k_1}(t), \\
\nu(t) &= \frac{1}{2} \varphi_0(l - t) + \frac{1}{2} \int_{t-l}^t \psi_0(\xi)d\xi + \frac{1}{2} \varphi_1(t) + \frac{1}{2} \int_0^t \psi_1(\xi)d\xi + \frac{1}{2} \varphi_0(l) - \frac{1}{2} \varphi_1(0) + U_{k_2}(t),
\end{align*}
\]

where

\[
U_{k_1}(t) = \frac{1}{2} \int_0^{l-t} k_i(t + \xi, t) \varphi_0(\xi)d\xi + \frac{1}{2} \int_t^l k_i(\xi - t, t) \varphi_0(\xi)d\xi + \\
\frac{1}{2} \int_t^l k_i(\xi - t, t) d\xi \int_0^t \psi_0(\xi)d\xi - \frac{1}{2} \int_0^{l-t} \left( \int_0^{t-\xi} k_i(t + \eta, t)d\eta \right) \psi_0(\xi)d\xi + \\
\frac{1}{2} \int_t^l \left( \int_0^{\xi} k_i(\eta - t, t)d\eta \right) \psi_0(\xi)d\xi + \frac{1}{2} \int_0^t k_i(\xi + l - t, t) \varphi_1(\xi)d\xi + \\
\frac{1}{2} \int_0^t k_i(\xi + l - t, t) d\xi \int_t^l \psi_1(\xi)d\xi + \frac{1}{2} \int_{l-\xi}^{t} \left( \int_{l-\xi}^{t-\eta} k_i(t - \eta, t)d\eta \right) \psi_1(\xi)d\xi + \\
\frac{1}{2} \int_0^t \left( \int_0^{\xi} k_i(\eta + l - t, t)d\eta \right) \psi_1(\xi)d\xi + \frac{1}{2} \left[ \varphi_0(0) - \varphi_1(l) \right] \left[ \int_0^t k_i(z, t)dz - \int_{l-t}^t k_i(z, t)dz \right], \quad i = 1, 2.
\]

Below the problem of internal-boundary-value control for the string oscillation equation is formulated and the possibility for obtaining unique solution in minimum time interval using the control and the Cauchy problems is discussed.
Main part

In the domain $\Omega = \{(x,t) : 0 < x < l, 0 < t < T\}$ the one-dimensional equation of string vibration is considered

$$u_{xx} - u_{tt} = 0,$$  \hspace{1cm} (11)

describing, for example, the string vibration with the ends fixed at the points $x = 0$ and $x = l$. Assume that arbitrary displacements and arbitrary speeds are set at the initial time $t = 0$ and the final time $t = T$:

$$u(x,0) = \varphi_0(x), \quad u_t(x,0) = \psi_0(x), \quad 0 \leq x \leq l,$$  \hspace{1cm} (12)

$$u(x,T) = \varphi_1(x), \quad u_t(x,T) = \psi_1(x), \quad 0 \leq x \leq l.$$  \hspace{1cm} (13)

Internal boundary conditions are specified by the following relations:

$$u(0,t) + \int_0^l k_1(\xi,t)u(\xi,t)d\xi = \mu(t),$$  \hspace{1cm} (14)

$$u(l,t) + \int_0^l k_2(\xi,t)u(\xi,t)d\xi = \nu(t),$$  \hspace{1cm} (15)

where $k_1(x,t)$, $k_2(x,t)$ — are the given functions, and $k_i(x,t)$, $\frac{\partial}{\partial t}k_i(x,t)$ $\in C(\Omega)$, $i = 1, 2$.

Further in this paper the function $u(x,t) \in C^2(\Omega) \cap C^1(\bar{\Omega})$ is understood as the solution to equation (11). The problem is to find such values of $\mu(t)$ and $\nu(t)$ for unambiguous moving the system from state (14) to state (15) in the minimum time interval.

From the problem formulated above it immediately follows that $\mu(t)$ and $\nu(t)$ are uniquely determined in the domain $\Omega$ if and only if the Cauchy problem (12), (13) for equation (11) in the domain $\Omega$ is well-posed.

Indeed, in case when the Cauchy problem (12), (13) for equation (11) occurs underdetermined, the infinite set of $(\mu(t), \nu(t))$ can perform the desired control. This implies the non-uniqueness of the solution to the Cauchy problem (12), (13) for equation (11) in the domain $\Omega$. If the Cauchy problem (12), (13) for equation (11) in the domain $\Omega$ is undetermined, then control is possible only for linearly depend (12) and (13). These items are discussed in [4] and in more detail in [14]. There you can also find out that the Cauchy problem (12), (13) for equation (11) in the domain $\Omega$ is well-posed if and only if the value of $T$ is equal to $l$. If $T > l$, the Cauchy problem is underdetermined. IF $T < l$, the Cauchy problem is redefined. This suggests that the desired control is unambiguously feasible if and only if $T = l$.

Consider $T = l$. It is well known that any regular solution to equation (11) can be represented as follows:

$$u(x,t) = f(x-t) + g(x+t),$$  \hspace{1cm} (16)

where $f(x)$ and $g(x) - g(x)$ — are arbitrary twice-continuously differentiable functions. Further, for conveniences for the functions $f(x)$ and $g(x)$ from formula (16), introduce the following notation:

$$f(x) = f_0(x), \quad g(x) = g_0(x), \quad x \in [0,l],$$

$$f(x) = f_1(x), \quad x \in [-l,0],$$

$$g(x) = g_1(x), \quad x \in [l,2l].$$

Satisfying conditions (12) for (16) and using the notation, obtain

$$f_0(x) = \frac{\varphi_0(x)}{2} - \frac{1}{2} \int_0^x \psi_0(\xi)d\xi + C_1,$$  \hspace{1cm} (17)

$$g_0(x) = \frac{\varphi_0(x)}{2} + \frac{1}{2} \int_0^x \psi_0(\xi)d\xi - C_1.$$  \hspace{1cm} (18)

Now satisfying conditions (13) for (16), as $T = l$, we obtain

$$f(x-l) + g(x+l) = \varphi_1(x),$$

$$-f'(x-l) + g'(x+l) = \psi_1(x).$$
Hence, it is obvious that
\[ f'(x - l) = \frac{\varphi_1(l - x)}{2} - \frac{\psi(x)}{2}. \]

Using the last identity integration from \( l \) to \( l - x \), get
\[ f(-x) = \frac{\varphi_1(l - x)}{2} - \frac{\varphi_1(l)}{2} - \frac{1}{2} \int_l^{l-x} \psi_1(\xi)d\xi + f(0). \]

Taking into account that \( f_0(0) = \frac{\varphi_0(0)}{2} + C_1 \) by (17) and using our notation, obtain
\[ f_1(-x) = \frac{\varphi_1(l - x)}{2} + \frac{1}{2} \int_x^{l} \psi_1(\xi)d\xi + \frac{\varphi_0(0)}{2} + \frac{\varphi_1(l)}{2} + C_1, \ x \in [0,l], \]  
\[ \text{(19)} \]

and by (13) get
\[ g_1(l + x) = \frac{\varphi_1(x)}{2} - \frac{1}{2} \int_x^{l} \psi_1(\xi)d\xi - \frac{\varphi_0(0)}{2} + \frac{\varphi_1(l)}{2} - C_1, \ x \in [0,l]. \]  
\[ \text{(20)} \]

Now let us find the control actions \( \mu(t) \) and \( \nu(t) \). Generally speaking, the solution to the Cauchy problem in the domain \( \Omega \) as \( T = l \) could be found and the resulting expression could be substituted into (14) and (15) respectively. We find another way that does not require solving the Cauchy problem.

Substituting (16) sequentially (13) and (14), we obtain
\[ \mu(t) = V_0(t) + V_{k_1}(t), \]  
\[ \nu(t) = V_1(t) + V_{k_2}(t), \]  
\[ \text{(21)} \]
\[ \text{(22)} \]

\[ V_{k_1}(t) = \int_0^t k_1(\xi,t)f(\xi-t)d\xi + \int_0^t k_1(\xi,t)g(\xi + t)d\xi, \]  
\[ \text{(23)} \]

\[ V_0(t) = f_1(-t) + g_0(t), \ V_1(t) = f_0(l - t) + g_1(l + t), \ t \in [0,l]. \]

Replacing \( t - \xi = z \) in the first integral of (23), and \( t + \xi = l + z \) in the second, we obtain
\[ V_{k_1}(t) = \int_{t-l}^t k_1(t - z, t)f(z)dz + \int_{t-1}^t k_1(z + l - t, t)g(l + z)dz = \]
\[ = \int_0^t k_1(\xi,t)f(\xi)dz + \int_0^t k_1(\xi,t)g(\xi + t)dz + \]
\[ + \int_{t-l}^0 k_1(\xi,t)f(\xi)d\xi + \int_{t-1}^0 k_1(\xi,t,g(l + z)d\xi + \]
\[ V_{k_1}(t) = \int_0^t k_1(t - z, t)f_1(-z)dz + \int_0^t k_1(z + l - t, t)g_1(l + z)dz + \]
\[ + \int_{t-l}^0 k_1(t + z, t)f_0(z)dz + \int_{t-1}^0 k_1(z + l - t, t)g_0(z)dz, \ i = 1,2. \]

Replace \( f_0, g_0, f_1, g_1 \) with expressions from (17), (18) and (19), (20), substitute then the expressions into (21) and (22) for \( V_{k_1}(t) \) and \( V_{k_2}(t) \), respectively, and making some transformations, obtain (9), (10).

Since the functions \( u(x,t) \) belong to the class \( C^2(\Omega) \cap C^1(\Omega) \), the continuity conditions
\[ f_0(0) = f_1(0), \ f'_0(0) = f'_1(0), \ f''_0(0) = f''_1(0), \]  
\[ g_0(l) = g_1(l), \ g'_0(l) = g'_1(l), \ g''_0(l) = g''_1(l) \]
\[ \text{(24)} \]
\[ \text{(25)} \]

and consistency conditions
\[ \mu(0) = \varphi_0(0), \ \mu(l) = \varphi_1(0), \ \mu'(0) = \psi_0(0), \ \mu'(l) = \psi_1(0), \]  
\[ \nu(0) = \varphi_0(l), \ \nu(l) = \varphi_1(l), \ \nu'(0) = \psi_0(l), \ \nu'(l) = \psi_1(l). \]  
\[ \text{(26)} \]
\[ \text{(27)} \]
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Conditions (24), (25) are necessary and sufficient for the existence of a solution to the mixed problem (12), (13) for equation (11) in the domain \( \Omega \) as \( T = l \), in the form of

\[ u(x, t) = f_i(x - t) + g_j(x + t), \quad -il < x - t < (1 - i)l, \quad jl < x + t < (1 + j)l, \quad i, j = 0, 1. \]

Conditions (24)–(27) are necessary and sufficient for the functions \( \varphi_0(x), \varphi_1(x) \in C^2(0, l) \cap C^1[0, l], \psi_0(x), \psi_1(x) \in C^1[0, l] \) there were internal boundary controls \( \mu(t), \nu(t) \in C^2(0, l) \cap C^1[0, l] \) satisfying conditions (13) solutions \( u(x, t) \in C^2(\Omega) \cap C^1(\bar{\Omega}) \) to the mixed problem (12) for equation (11).

The proof of the uniqueness of the solution to the mixed problem (12), (13) and nonlocal mixed problems (12), (14), (15) and (13), (14), (15) for equation (11) is carried out the same way as in [4]. Substituting (17) and (18) into (24) and (25), respectively, and (14) and (15), into (26) and (27), we obtain (1)–(8).

References

А.Х. Аттаев

Об одной задаче внутренне-краевого управления для уравнения колебания струны

В статье рассмотрена задача управления процессом, который описывается уравнением колебания одномерной струны с внутренне-краевыми условиями интегрального типа. Как обычно, в начальный и финальный моменты времени задаются произвольные смещения и скорости точек струны (данные Коши). Показано, что минимальное время, в течение которого единственным образом осуществимо искомое управление однозначным образом, определяется из условия корректной разрешимости задачи Коши с данными на граничном разрывном многообразии. Это свидетельствует о том, что сам вид внутренне-краевых условий на значение минимального времени не влияет. Получены и выписаны необходимые и достаточные условия существования искомых внутренне-краевых управлений, переводящих колебательную систему из начального заданного состояния в наперед заданное финальное состояние. Сама управление выписаны в явном аналитическом виде. При этом показано, что для получения выражений для внутренне-краевых управлений нужно воспользоваться не самим представлением решения задачи Коши в искомой области, а формулой общего решения уравнения колебания струны (формулой Даламбера).

Ключевые слова: уравнение колебания струны, задача граничного управления, задача Коши, магистральные и разветвленные трубопроводные сети, нелокальная смешанная задача.
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Well-posedness results for the wave equation generated by the Bessel operator

In this paper, we consider the non-homogeneous wave equation generated by the Bessel operator. We prove the existence and uniqueness of the solution of the non-homogeneous wave equation generated by the Bessel operator. The representation of the solution is given. We obtained a priori estimates in Sobolev type space. This problem was firstly considered in the work of M. Assal [1] in the setting of Bessel-Kingman hypergroups. The technique used in [1] is based on the convolution theorem and related estimates. Here, we use a different approach. We study the problem from the point of the Sobolev spaces. Namely, the conventional Hankel transform and Parseval formula are widely applied by taking into account that between the Hankel transformation and the Bessel differential operator there is a commutation formula [2].

**Keywords:** Bessel operator, wave equation, Hankel transform, inverse Hankel transform, Sobolev type space.

Introduction

In this paper we consider the nonhomogeneous wave equation

\[
\frac{\partial^2 u}{\partial t^2} - S_\mu u = f(x,t), \quad x \in \mathbb{R}_+, \quad 0 < t < T,
\]

under the conditions

\[
u(x,0) = u_0(x), \quad u_t(x,0) = u_1(x),
\]

where \(T\) is fixed positive real number, generated by the Bessel operator

\[
S_\mu = \frac{d^2}{dx^2} + \frac{1 - 4\mu^2}{4x^2},
\]

where \(\mu \geq -\frac{1}{2}\). The operator (1) is widely analysed in [2]. In the book [2], the author considered the Hankel transform in the countably multinormed space \(\mathcal{H}\). Between the Hankel transform and (1) there is a commutation formula [2]. Here, \(S_\mu\) is a linear space generated by the norm

\[
\|f\|_{\delta,\rho} = \sup_{s \in \mathbb{C}} |s^{-\mu - \frac{1}{2}} f(s)| \cdot \exp \left( q' \left[ \left( \frac{1}{b + d} - \delta \right) x \right] - q' \left( \left( \frac{1}{a - d} + \rho \right) y \right) \right).
\]

A generalized Bessel operator is given by the following expression

\[
\frac{d^2}{dx^2} + \frac{2\mu + 1}{x} \frac{d}{dx}.
\]

In [1] the author studied the operator (2) in the setting of Bessel-Kingman hypergroups and as an application studied the homogeneous wave equation. In the paper [1] it is studied radial solutions of the Cauchy problem for the wave equations in the multidimensional unit ball \(B^d\), \(d \geq 1\). For more information about the analysis associated with the generalized Bessel operator, we refer to [4–10].

Corresponding author.

E-mail: bekbolat@math.kz
1 The test function space

The space \( \mathcal{H}_\mu \) is defined for each \( \mu \in \mathbb{R} \) as follows (see [2]):

**Definition 1.** \( \mathcal{H}_\mu \) is a space of complex-valued, smooth functions and for each pair of \( m, k \in \mathbb{Z}_+ \) with the seminorms

\[
\gamma_{m,k}^\mu(f) \triangleq \sup_{0 < x < \infty} |x^m(x^{-1}D)^k(x^{-\mu - \frac{1}{2}}f(x))| < \infty.
\]

**Lemma 1.** \( \mathcal{H}_\mu \) is complete. Thus, it is a Fréchet space.

We denote by \( \mathcal{H}'_\mu \), the dual of \( \mathcal{H}_\mu \). \( \mathcal{H}'_\mu \) is also complete.

We introduce following linear operators:

\[
N_\mu f(x) \triangleq x^{\mu + \frac{1}{2}}Dx^{-\mu - \frac{1}{2}}f(x),
\]

\[
M_\mu f(x) \triangleq x^{-\mu - \frac{1}{2}}Dx^{\mu + \frac{1}{2}}f(x),
\]

\[
N_\mu^{-1} f(x) \triangleq x^{\mu + \frac{1}{2}} \int_{\infty}^{x} t^{-\mu - \frac{1}{2}}f(t)dt.
\]

Now, we can rewrite (1) as follows

\[
S_\mu = M_\mu N_\mu = \frac{d^2}{dx^2} + \frac{1 - 4\mu^2}{4x^2}.
\]

\( S_\mu \) is a continuous linear mapping as

\[
S_\mu : \mathcal{H}_\mu \rightarrow \mathcal{H}_\mu.
\]

2 The Hankel transform and its inverse

If \( \mu \geq -\frac{1}{2} \), for every \( \phi \in \mathcal{H}_\mu \) we can define the conventional Hankel transform

\[
\Phi(y) = (h_\mu \phi)(y) = \int_{0}^{\infty} \sqrt{x}y J_\mu(xy) \phi(x)dx, \quad 0 < y < \infty.
\]

(3)

Here, the kernel \( \sqrt{x}y J_\mu(xy) \) is an eigenfunctions of the operator \( S_\mu \) (1).

**Lemma 2.** ([2]) Assume that \( \mu \geq -\frac{1}{2} \) and \( f \in \mathcal{H}_\mu \). Then

\[
h_\mu(S_\mu f) = -y^2h_\mu f.
\]

(4)

**Theorem 1.** ([11]) Let \( f \in L^1 \). If \( f \) is a bounded variation in a neighborhood of the point \( x = x_0 \), if \( \mu \geq -\frac{1}{2} \), and if \( F(y) \) is defined by (3), then

\[
\frac{1}{2} [f(x_0) + f(x_0 - 0)] = h_\mu^{-1} F = \int_{0}^{\infty} F(y) \sqrt{x}y J_\mu(xy)dy.
\]

(5)

**Theorem 2.** ([2]) The Hankel transformation \( h_\mu \) is an automorphism on \( \mathcal{H}_\mu \), for \( \mu \geq -\frac{1}{2} \).

**Theorem 3.** ([2]) Let \( \mu \geq -\frac{1}{2} \). If \( f(x) \) and \( G(y) \) are in \( L^1(0, \infty) \) then

\[
\int_{0}^{\infty} f(x)(h_\mu^{-1}G)(x)dx = \int_{0}^{\infty} F(y)G(y)dy.
\]

**Definition 2.** ([12]) For \( s, \mu \in \mathbb{R} \) and \( 1 \leq p < \infty \) the Sobolev type space \( G_{\mu}^{s,p} \) is the set of all tempered distributions \( u \in \mathcal{H}' \) such that \( U \) is locally integrable function over \( I := (0, \infty) \) and

\[
\|u\|_{G_{\mu}^{s,p}}^p := \int_{0}^{\infty} (1 + y^2)^{sp}|U(y)|^pd\gamma < \infty.
\]

In view of the Parseval formula

\[
\|u\|_2^2 = \|U\|_2^2, \quad \mu \geq -\frac{1}{2},
\]

(6)
it follows that
\[ C^0_{\mu,2}(I) = L^2(I). \]

**Theorem 4.** ([12]) The Sobolev type space \( C^p_{\mu} \), \( 1 \leq p < \infty \), is complete.

**Theorem 5.** ([12]) \( H_{\mu} \) is dense in \( C^p_{\mu} \), \( 1 \leq p < \infty \), \( \forall s \in \mathbb{R} \).

### 3 Wave equation generated by the Bessel operator

In this section, we consider the Cauchy problem for the nonhomogeneous wave equation generated by the Bessel operator on the \( Q_T := \{(t,x) : t \in [0,T], \ x \in \mathbb{R}_+\} \). Our aim to prove that the Problem 1 has a unique solution in the space \( C^2([0,T], L^2(I)) \cap C([0,T], G^{1,2}_{\mu}(I)) \).

**Problem 1.** Let \( T \) be a fixed positive number. We aim to find a function \( u = u(t,x) \) satisfying the nonhomogeneous wave equation

\[ u_{tt}(t,x) - S_{\mu}u(t,x) = f(t,x), \quad (t,x) \in Q_T, \]  

under the conditions

\[ u(0,x) = u_0(x), \]  \( (10) \)

\[ u_t(0,x) = u_1(x). \]  \( (11) \)

The Problem 1 has solution in the space \( C^2([0,T], L^2(I)) \cap C([0,T], G^{1,2}_{\mu}(I)) \) and as a result we obtain following theorem:

**Theorem 6.** Let \( \mu \geq -1/2 \) and assume that \( f \in C([0,T], G^{1,2}_{\mu}(I)) \) and \( u_0, u_1 \in G^{1,2}_{\mu}(I) \). Then the Problem 1 has a unique solution \( u \) and it can be represented by the expression

\[
\begin{align*}
\int_0^\infty \sqrt{xy} J_{\mu}(xy) \int_0^t F(\tau,y) \sin y(t-\tau) y dy d\tau + \\
\int_0^\infty \sqrt{xy} J_{\mu}(xy) U_1(y) \sin y(t) y dy + \int_0^\infty \sqrt{xy} J_{\mu}(xy) U_0(y) \cos y(t) y dy,
\end{align*}
\]

where \( F(\tau,y), U_0(y) \) and \( U_1(y) \) are Hankel transforms of the functions \( f(t,x), u_0(x) \) and \( u_1(x) \), respectively.

**Proof.** By using the Hankel transform, we can show the uniqueness of the solution if the later exists. First, we prove the existence of the solution. After using the Hankel transform \( h_{\mu} \) (3) and (4) for (7)–(9), we obtain

\[
\begin{align*}
U_{tt}(t,y) + y^2 U(t,y) &= F(t,y), \quad \forall y \in \mathbb{R}_+, \\
U(0,y) &= U_0(y), \quad \forall y \in \mathbb{R}_+, \\
U_t(0,y) &= U_1(y), \quad \forall y \in \mathbb{R}_+.
\end{align*}
\]  \( (10) \)

Solution of the equation (10) is

\[
\begin{align*}
U(t,y) &= \left( \int_0^t F(\tau,y) \cos(y\tau) d\tau + A(y) \right) \sin(yt) + \\
&\quad \left( -\int_0^t F(\tau,y) \sin(y\tau) d\tau + B(y) \right) \cos(yt).
\end{align*}
\]  \( (13) \)

By using initial conditions (11)–(12) for (13), we have

\[
U(t,y) = \int_0^t F(\tau,y) \sin y(t-\tau) y d\tau + U_1(y) \frac{\sin y(t)}{y} + U_0(y) \cos y(t).
\]

After using the inverse Henkel transform \( h^{-1}_{\mu} \) (5), we obtain that the solution of the problem (7)–(9) is given by

\[
\begin{align*}
u(t,x) &= \int_0^\infty \sqrt{xy} J_{\mu}(xy) \int_0^t F(\tau,y) \sin y(t-\tau) y d\tau dy + \\
&\quad \int_0^\infty \sqrt{xy} J_{\mu}(xy) \left( U_1(y) \frac{\sin y(t)}{y} dy + U_0(y) \cos y(t) \right) dy.
\end{align*}
\]
Now, for
\[ t, x \]
and
\[ t, y \]
are two solutions of Problem 1. Then
\[ u_t(t, \cdot, x) \equiv 0 \]  
\[ u_0(x, \cdot) \equiv 0 \]  
\[ u_t(0, x) \equiv 0 \].

Above problem has only trivial solution \( u(t, x) \equiv 0 \), showing the uniqueness of the solution of the Problem 1. The uniqueness is proved.
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Результаты корректности волнового уравнения, порожденного оператором Бесселя

В статье рассмотрено неоднородное волновое уравнение, порожденное оператором Бесселя. Доказаны существование и единственность решения неоднородного волнового уравнения, порожденного оператором Бесселя. Приведены априорные оценки в пространстве соболевского типа. Эта проблема впервые была рассмотрена в работе М. Асса [1] в гипергруппе Bessel-Kingman. Метод, используемый в [1], основан на теореме свертки и связанных с ней оценках. Авторами статьи использован другой подход. Проблема изучена с точки зрения пространства Соболева. А именно преобразование Ханкеля и формула Парсеваля широко применяются с учетом того, что между преобразованием Ханкеля и дифференциальным оператором Бесселя существует коммутиационная формула [2].
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On the boundedness of the fractional maximal operator on global Orlicz-Morrey spaces

The article deals with the global Orlicz-Morrey spaces $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$. We find sufficient conditions on pairs of functions $(\varphi, \eta)$ and $(\Phi, \Psi)$, which ensure the boundedness of the fractional maximal operator $M_\alpha$ from $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$ to $GM_{\Psi,\eta,\theta}(\mathbb{R}^n)$. It is proved that under some additional conditions on the function $\varphi$, the conditions obtained are also necessary. In the proof, the boundedness condition is essentially used, the maximal Hardy-Littlewood functions and the estimate of the norm of the characteristic function in global Orlicz-Morrey spaces are used.

Keywords: Orlicz space, Morrey type space, the fractional maximal functions, the global Orlicz-Morrey spaces.

Introduction

The classical Morrey space was introduced in the works of Charles Morrey in 1938 [1] in connection with the study of the solution of quasilinear elliptic differential equations. In recent decades, the boundedness of various operators in spaces of Morrey type has been actively studied. This paper, we consider the boundedness of the fractional maximal functions in global Orlicz-Morrey spaces. We note that the issues of the boundedness of the fractional maximal operator and the Riesz potential in various function spaces are well studied. For classical Lebesgue spaces they are detailed in monographs [2, 3].

We give definitions of the classical operators of the theory of functions and various Morrey spaces of interest to us and some papers in which the boundedness of these operators in these spaces is considered.

The Hardy-Littlewood maximal operator

$$Mf(x) = \sup_{r>0} \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y)| \, dy$$

is bounded on $L^p$ for $1 < p < \infty$.

Let $f \in L^{1}_{loc}(\mathbb{R}^n)$. The fractional maximal operator $M_\alpha$ are defined by

$$M_\alpha f(x) = \sup_{r>0} |B(x, r)|^{\frac{\alpha}{n}} \int_{B(x, r)} |f(y)| \, dy, \quad 0 \leq \alpha < n,$$

where $B(x, r)$ is an open ball centered at a point $x \in \mathbb{R}^n$ of radius $r > 0$. If $\alpha = 0$, then $M_0 \equiv M$ is the Hardy-Littlewood maximal operator.

The classical Morrey spaces $M_{p,\lambda}(\mathbb{R}^n)$ are defined as the set of all functions $f \in L^{loc}_{p}(\mathbb{R}^n)$ for which

$$\|f\|_{M_{p,\lambda}(\mathbb{R}^n)} = \sup_{x, r>0} r^{-\lambda/p} \| f \|_{L^p(B(x, r))},$$

where $0 \leq \lambda \leq n$, $1 \leq p < \infty$. It’s clear that $\|f\|_{M_{p,\lambda}(\mathbb{R}^n)} \equiv \|f\|_{L^p(\mathbb{R}^n)}$, $\|f\|_{M_{p,0}(\mathbb{R}^n)} \equiv \|f\|_{L^\infty(\mathbb{R}^n)}$.

Let $1 \leq p \leq \infty$, $\omega$ be measurable non-negative function on $(0, \infty)$, not equivalent to zero. The generalized Morrey spaces $M_{p,\omega}(\cdot) \equiv M_{p,\omega}(\cdot)(\mathbb{R}^n)$ are defined as the set of all functions $f \in L^{loc}_{p}(\mathbb{R}^n)$ with finite norm

$$\|f\|_{M_{p,\omega}(\cdot)} \equiv \sup_{x \in \mathbb{R}^n, r>0} (\omega(r)\|f\|_{L^p(B(x, r))}) < \infty.$$

*Corresponding author.
E-mail: aitbekovna3@mail.ru
The generalized Morrey space $M_{p, \omega}(\cdot)$ coincides with the classical Morrey spaces for $\omega(r) = r^{-\lambda}$ where $0 \leq \lambda \leq \frac{n}{p}$.

The generalized Morrey space $M_{p, \omega}(\cdot) \equiv M_{p, \omega}(\mathbb{R}^n)$ introduced by (Mizuhara, Nakai 1990, 1994) [4, 5] and they were reviewed in [6], in which various sufficient conditions are given for the boundedness of the maximal Hardy-Littlewood functions, the fractional maximal functions and the Riesz potential in these spaces. Global Morrey-type spaces $GM_{p, \theta, \omega}(\mathbb{R}^n)$ and the local Morrey spaces were considered by of Burenkov V.I., Guliev V.S., A.Gogatishvili, R. Mustafayev ([7–9]), in which various sufficient, and for some values of the parameters, necessary conditions for the boundedness of the maximal Hardy-Littlewood functions, the fractional maximal functions in these spaces are obtained.

Let $1 \leq p \leq \infty$, $1 \leq \theta \leq \infty$, $\omega$ be measurable non-negative function on $(0, \infty)$, not equivalent to zero. The global Morrey spaces $GM_{p, \theta, \omega}(\cdot) \equiv GM_{p, \theta, \omega}(\mathbb{R}^n)$ are defined as the set of all functions $f \in L_p^{loc}(\mathbb{R}^n)$ with finite quasinorm

$$\|f\|_{GM_{p, \theta, \omega}} \equiv \sup_{x \in \mathbb{R}^n} \|\omega(r)\|_{L_p(B(x, r))}\|L_0(0, \infty)};$$

where $B(x, r)$ is an open ball centered at a point $x \in \mathbb{R}^n$ of radius $r > 0$.

The spaces $GM_{p, \theta, \omega}(\mathbb{R}^n)$ coincide with the generalized Morrey space $M_{p, \omega}(\mathbb{R}^n)$ at $\theta = \infty$.

The results on the boundedness of various classical operators in the theory of functions in global and local Morrey spaces (until 2013) are presented in review articles by V. I. Burenkov [10, 11].

Another well-known space that generalizes Lebesgue space $L_p$ is the space introduced by Orlicz ([12]). We recall the definition of Young functions.

A function $\Phi : [0, +\infty) \to [0, \infty]$ is called Young’s function if $\Phi$ is a convex function, left continuous, and such that

$$\lim_{r \to +0} \Phi(r) = \Phi(0) = 0, \quad \lim_{r \to +\infty} \Phi(r) = \infty.$$

From the convexity of the function and $\Phi(0) = 0$ it follows that any Young function is increasing.

If there is $s \in (0, \infty)$ such that $\Phi(s) = \infty$, then $\Phi(r) = \infty$ for $r \geq s$.

Let $E$ be the set of all Young functions $\Phi$ such that

$$0 < \Phi(r) < +\infty,$$

for

$$0 < r < +\infty.$$

If $\Phi \in E$, then $\Phi$ is absolutely continuous on every closed interval in $[0, \infty)$ and bijective from $[0, \infty)$ to itself.

For a Young function $\Phi$, the set

$$L_{\Phi}(\mathbb{R}^n) = \{f \in L_p^{loc}(\mathbb{R}^n) : \int_{\mathbb{R}^n} \Phi(|f(x)|)dx < +\infty, \text{ for some } k > 0\}$$

is called Orlicz space. In the works [13, 14] the questions of the boundedness of classical operators of the theory of functions in Orlicz spaces were studied.

If $\Phi(r) = r^p$, $1 \leq p < \infty$, then $L_{\Phi}(\mathbb{R}^n) = L_p(\mathbb{R}^n)$. If $\Phi(r) = 0$ ($0 \leq r \leq 1$) and $\Phi(r) = \infty$ ($r > 1$), then $L_{\Phi}(\mathbb{R}^n) = L_\infty(\mathbb{R}^n)$.

$L_{\Phi}(\mathbb{R}^n)$ is a Banach space with respect to the norm

$$\|f\|_{L_{\Phi}(\mathbb{R}^n)} = \inf\{\lambda > 0 : \int_{\mathbb{R}^n} \Phi\left(|f(x)| \frac{1}{\lambda}\right)dx \leq 1\}.$$

We note that

$$\int_{\mathbb{R}^n} \Phi\left(|f(x)| \frac{1}{\|f\|_{L_{\Phi}}}\right)dx \leq 1.$$

For Young’s function $\Phi$ and $0 \leq s \leq +\infty$ let

$$\Phi^{-1}(s) = \inf\{r \geq 0 : \Phi(r) > s\}.$$ 

If $\Phi \in E$, then $\Phi^{-1}$ this is the usual inverse function for $\Phi$. We note that

$$\Phi(\Phi^{-1}(r)) \leq r \leq \Phi^{-1}(r), \text{ for } 0 \leq r < \infty.$$
A Young function $\Phi$ is said to satisfy the $\Delta_2$-condition, denoted by $\Phi \in \Delta_2$, if

$$\Phi(2r) \leq k\Phi(r), \text{ for } r > 0$$

for some $k > 1$.

A Young function $\Phi$ is said to satisfy the $\nabla_2$-condition, denoted also by $\Phi \in \nabla_2$, if

$$\Phi(r) \leq \frac{1}{2k}\Phi(kr), r \geq 0$$

for some $k > 1$. The function $\Phi(r) = r$ satisfies the $\Delta_2$-condition but does not satisfy the $\nabla_2$-condition.

If $1 < p < \infty$, then $\Phi(r) = r^p$ satisfies the $\nabla_2$-condition but does not satisfy the $\Delta_2$-condition.

A Young function $\Phi$ is said to satisfy the $\Delta'$-condition, denoted also as $\Phi \in \Delta'$, if

$$\Phi(tr) \leq k\Phi(t)\Phi(r), t, r \geq 0$$

for some $k > 1$. If $\Phi \in \nabla_2$, then $\Phi \in E$.

The boundedness conditions for classical operators of the theory of functions in generalized Orlicz-Morrey spaces $M_{\Phi,\varphi}$ were considered by V.S.Guliyev, F.Deringoz, S.Samko and others [15–18].

The purpose of this paper is to consider global Orlicz-Morrey spaces $GM_{\Phi,\varphi,\theta}(R^n)$ (the corresponding definition is given in the next section) and find conditions for the boundedness the fractional maximal functions in these spaces.

1. Definitions, notation, and auxiliary statements

We give the definition of global Orlicz-Morrey spaces in the following way:

**Definition 1.** Let $\varphi(x,r)$ be a positive, measurable function on $R^n \times (0, \infty)$ and $\Phi$ be a Young function, $1 \leq \theta \leq \infty$. We defined the global Orlicz-Morrey spaces $GM_{\Phi,\varphi,\theta} = GM_{\Phi,\varphi,\theta}(R^n)$ as the set of all functions $f \in L^\infty_{\Phi}(R^n)$ with finite quasinorm

$$\|f\|_{GM_{\Phi,\varphi,\theta}} = \sup_{x \in R^n} \|\varphi(x,r)^{-1}\Phi^{-1}(|B(x,r)|^{-1})\|L^\infty_{\Phi}(B(x,r)) \|L^\infty_{\Phi}(0,\infty).$$

At $\theta = \infty$ the corresponding space is called the generalized Orlicz-Morrey space $M_{\Phi,\varphi}$.

Let $\varphi(x,r)$ be a positive, measurable function on $R^n \times (0, \infty)$ and $\Phi$ be a Young function. We denote by $M_{\Phi,\varphi}$ the generalized Orlicz-Morrey spaces, the space of all functions $f \in L^\infty_{\Phi}(R^n)$ with finite quasinorm

$$\|f\|_{M_{\Phi,\varphi}} = \sup_{x \in R^n, r > 0} \varphi(x,r)^{-1}\Phi^{-1}(|B(x,r)|^{-1})\|f\|L^\infty_{\Phi}(B(x,r)) .$$

At $\Phi(r) = r^p, 1 \leq p < \infty$ the corresponding global Orlicz-Morrey space is denoted by $GM_{\Phi,\varphi,\theta}(R^n)$:

$$GM_{\Phi,\varphi,\theta}(R^n) = GM_{\Phi,\varphi,\theta}(R^n)|_{\Phi(r)=r^p} .$$

At $\Phi(r) = r^p, 1 \leq p < \infty$ and $\varphi(x,r) = (\Phi^{-1}(r^{-\gamma})/\Phi^{-1}(r^{-\lambda}))$ the corresponding global Orlicz-Morrey space is denoted by $GM_{\Phi,\varphi,\theta}(R^n)$:

$$GM_{\Phi,\varphi,\theta}(R^n) = GM_{\Phi,\varphi,\theta}|_{\varphi(x,r)=\Phi^{-1}(r^{-\gamma})/\Phi^{-1}(r^{-\lambda})} .$$

At $\Phi(r) = r^p, 1 \leq p < \infty$ and $\varphi(x,r) = (\Phi^{-1}(r^{-\gamma})/\Phi^{-1}(r^{-\lambda}))$ the global Orlicz-Morrey space coincides with the Morrey space, i.e. $GM_{\Phi,\varphi,\theta}(R^n) = M_{\Phi,\varphi,\theta}(R^n)$.

Let $\Phi$ be a Young function. We denote by $\Omega_{\Phi}$ the sets of all positive measurable functions $\varphi$ on $R^n \times (0, \infty)$ such that for all $t > 0$,

$$\sup_{x \in R^n} \Phi^{-1}(|B(x,r)|^{-1}) \varphi(x,r) \|L^\infty_{\Phi}(t,\infty) < \infty,$$

and

$$\sup_{x \in R^n} \varphi(x,r)^{-1} \|L^\infty_{\Phi}(0,t) < \infty,$$

respectively.
We give auxiliary statements that we will need in the proof of the main statement.

By $\chi_B$ we denote the characteristic function of the set $B$.

**Lemma 1.** [16] Let $\Phi$ be a Young’s function and $B$ a set in $\mathbb{R}^n$ finite Lebesgue measure. Then

$$
\|\chi_B\|_{L_\Phi} = \frac{1}{\Phi^{-1}(|B|^{-1})}.
$$

**Lemma 2.** [16] Let $0 < \alpha < n$, $1 < \theta < \infty$ and function $\varphi(x,t)$ satisfies condition

$$
t^\alpha \varphi(x,t) + ||r^{\alpha-1}\varphi||_{L_\theta(\mathbb{R}^n)} \leq C\varphi(x,t)^\beta
$$

for some $\beta \in (0, 1)$ and for each $x \in \mathbb{R}^n$ and $t > 0$. Then there is pointwise inequality

$$
M_\alpha f(x) \leq C(Mf(x))^{\beta} \cdot ||f||_{G\Phi_{\varphi,\theta}}.
$$

**Lemma 3.** [16] If $B_0 = B(x_0,r_0)$, then $r_0^\alpha \leq CM_\alpha \chi_{B_0}(x)$ for every $x \in B_0$.

A function $\varphi : (0, \infty) \to (0, \infty)$ is said to be almost increasing (respectively, almost decreasing) if there exists a constant $c > 0$ such that

$$
\varphi(r) \leq C\varphi(s) \text{ (respectively $\varphi(r) \geq C\varphi(s)$, for } r \leq s).$$

For Young’s function $\Phi$ we denote by $L_\Phi$ the set of all almost decreasing functions $\varphi : (0, \infty) \to (0, \infty)$ such that $t \in (0, \infty) \mapsto \frac{\varphi(t)}{t^{\alpha-1}}$ is almost increasing.

**Lemma 4.** Let $B_0 := B(x_0,r_0)$. If $\varphi \in L_\Phi$, then there exist $c > 0$ such that

$$
\frac{1}{\varphi(r_0)} \leq \|\chi_{B_0}\|_{G\Phi_{\varphi,\theta}} \leq \frac{C}{\varphi(r_0)}.
$$

**Proof.** Let $B_s = B(x,s)$ arbitrary ball from $\mathbb{R}^n$. If $s \leq r$, then $\varphi(r) \leq C\varphi(s)$ and according to Lemma 1 we have:

$$
\varphi(s)^{-1}\Phi^{-1}(|B|^{-1})\|\chi_B\|_{L_\Phi(B)} \leq \frac{1}{\varphi(s)} \leq \frac{C}{\varphi(r)}.
$$

Hence

$$
\|\varphi^{-1}\Phi^{-1}(|B|^{-1})\|\chi_B\|_{L_\Phi(B)} \leq \frac{C}{\varphi(r)}.
$$

Means

$$
\|\chi_B\|_{G\Phi_{\varphi,\theta}} \leq \frac{C}{\varphi(r)}.
$$

If $s \geq r$ then by $\varphi \in L_\Phi$ we have

$$
\Phi^{-1}(|B_0|^{-1}) \leq C \frac{\varphi(s)}{\Phi^{-1}(|B|^{-1})},
$$

therefore

$$
\varphi(r)^{-1}\Phi^{-1}(|B|^{-1})\|\chi_{B_0}\|_{L_\Phi(B)} \leq \frac{C}{\varphi(r)},
$$

it follows that

$$
\|\chi_B\|_{G\Phi_{\varphi,\theta}} \leq \frac{C}{\varphi(r)}.
$$

Lemma 4 is proved.

2 Results for fractional maximal operator in global spaces of Orlicz-Morrey type

**Theorem 1.** Let $\Phi \in \Delta' \cap \N_2$, and $0 < \alpha < n$, $1 < \theta < \infty$. Let $\varphi \in \Omega_\Phi$ satisfies condition

$$
r^{\alpha}\varphi(x,r) + \sup_{r < t < \infty} t^{\alpha}\varphi(x,t) \leq C\varphi(x,r)^\beta
$$
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for some $\beta \in (0,1)$ and for every $x \in \mathbb{R}^n$ and $r > 0$. Define $\eta(x,r) = \varphi(x,r)^\beta$, and $\Psi(r) = \Phi(r^{1/\beta})$. The maximal operator $M$ the bounded in $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$, then the operator $M_\alpha$ is bounded from $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$ to $GM_{\Phi,\eta,\theta}(\mathbb{R}^n)$.

**Proof.** By Lemma 2, we have

$$M_\alpha f(x) \leq C(M_\alpha f(x))^{\beta} \cdot \|f\|_{GM_{\Phi,\varphi,\theta}}^{1-\beta}, x \in \mathbb{R}^n,$$

therefore

$$\|M_\alpha f(x)\|_{L_\phi(B)} \leq C\|M_\alpha f\|_{L_\phi(B)}^{\beta} \cdot \|f\|_{GM_{\Phi,\varphi,\theta}}^{1-\beta}, x \in \mathbb{R}^n,$$

where $B = B(x,t)$.

It follows from the definition of Orlicz space that

$$\int_B \Psi\left(\frac{Mf(x)}{\|Mf\|_{L_\phi(B)}}\right)dx = \int_B \Phi\left(\frac{Mf(x)}{\|Mf\|_{L_\phi(B)}}\right)dx \leq 1.$$

Hence

$$\|Mf\|_{L_\phi(B)} \leq \|Mf\|_{L_\phi(B)}^{\beta} \cdot \|f\|_{GM_{\Phi,\varphi,\theta}}^{1-\beta}.$$

Based on this inequality, given the boundedness of the maximal operator in $GM_{\Phi,\varphi,\theta}$, we obtain

$$\|M_\alpha f\|_{GM_{\Phi,\varphi,\theta}} = \sup_{x \in \mathbb{R}^n} \|\eta(x,t)^{-1}\Psi^{-1}(|B|^{-1})\|M_\alpha f\|_{L_\phi(B)}|L_\phi(0,\infty)| \leq$$

$$\leq C\|f\|_{GM_{\Phi,\varphi,\theta}}^{1-\beta} \cdot \sup_{x \in \mathbb{R}^n} \|\varphi(x,t)^{-1}\Phi^{-1}(|B|^{-1})\|Mf\|_{L_\phi(B)} |L_\phi(0,\infty)| =$$

$$= C\|f\|_{GM_{\Phi,\varphi,\theta}}^{1-\beta} \cdot \|Mf\|_{GM_{\Phi,\varphi,\theta}} \leq C \cdot \|f\|_{GM_{\Phi,\varphi,\theta}}.$$

Theorem 1 is proved.

**Theorem 2.** Let $\Phi \in \Delta$, $0 < \alpha < n$, $1 < \theta < \infty$, $\varphi \in \Omega_\Phi$, $\beta \in (0,1)$, $\eta(t) \equiv \varphi(t)^{\beta}$, and $\Psi(t) \equiv \Phi(t^{1/\beta})$.

1. Let $\Phi \in \nabla_2$ and the maximal operator $M$ the bounded in $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$, then the condition

$$t^\alpha \varphi(t) + \|r^{\alpha-1}\varphi(r)\|_{L_\varphi(\infty,\infty)} \leq C \varphi(t)^{\beta}$$

for all $t > 0$, where $C > 0$ does not depend on $t$, is sufficient for the boundedness of $M_\alpha$ from $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$ to $GM_{\Phi,\eta,\theta}(\mathbb{R}^n)$.

2. If $\varphi \in \mathcal{L}_\Phi$, then the condition

$$\left\|\frac{t^\alpha}{\varphi(t)}\right\|_{L_\varphi(0,\infty)} \leq \frac{C}{\varphi(t)}$$

is necessary for boundedness of the operator $M_\alpha$ from $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$ to $GM_{\Phi,\eta,\theta}(\mathbb{R}^n)$.

3. Let $\Phi \in \nabla_2$. If $\varphi \in \mathcal{L}_\Phi$ satisfies the regularity condition

$$\|r^{\alpha-1}\varphi(r)\|_{L_\varphi(\infty,\infty)} \leq C t^\alpha \varphi(t)$$

for all $t > 0$, where $C > 0$ independent of $t$, then the condition (1) is necessary and sufficient for the boundedness $M_\alpha$ from $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$ to $GM_{\Phi,\eta,\theta}(\mathbb{R}^n)$.

**Proof.** The first part follows from Theorem 1. To prove the second part, we put $B_0 = B(x_0, t)$, by Lemma 3, we have

$$t^\alpha \leq CM_\alpha \chi_{B_0}(x), \ x \in B_0.$$

We estimate by Lemma 1 an Lemma 3

$$t^\alpha \leq C \Psi^{-1}(\|B_0\|^{-1}) \|M_\alpha \chi_{B_0}\|_{L_\phi(B_0)}.$$

Hence

$$\frac{t^\alpha}{\eta(t)} \leq C \eta^{-1}(t) \Psi^{-1}(\|B_0\|^{-1}) \|M_\alpha \chi_{B_0}\|_{L_\phi(B_0)}.$$
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Therefore
\[\|t^\alpha \eta(t)\|_{L_\alpha(0,\infty)} \leq C\|M_\alpha \chi_{B_0}\|_{GM_{p,q,\theta}(R^n)} \leq C\|\chi_{B_0}\|_{GM_{p,q,\theta}(R^n)} \leq C\frac{1}{\|\varphi(r)\|_{L_p(r,\infty)}}.\]

The third part follows from parts 1 and 2. Theorem 2 is proved.

**Corollary 1.** Let \(0 < \alpha < n, 1 < \theta < \infty, 1 < p < q < \infty\) and \(\varphi \in \Omega_p \equiv \Omega_{tp}^p\).

1. If \(\varphi(t)\) satisfies
\[\sup_{t < r < \infty} \frac{\text{ess inf}_{t < s < \infty} \varphi(s)s^{\frac{n}{p}}}{t^{\frac{n}{p}}} \leq C\varphi(r),\]
then the condition
\[t^\alpha \varphi(t) + \sup_{t < r < \infty} r^\alpha \varphi(r) \leq C\varphi(t)^{\frac{p}{n}},\]
for all \(t > 0\), where \(C > 0\) independent of \(t\), is sufficient for the boundedness of \(M_\alpha\) from \(GM_{p,q,\theta}(R^n)\) to \(GM_{q,\varphi,\theta}(R^n)\).

2. If \(\varphi \in \mathcal{L}_p \equiv \mathcal{L}_{tp}\), then the condition
\[t^\alpha \varphi(t) \leq C\varphi(t)^{\frac{p}{n}},\]
for all \(t > 0\), where \(C > 0\) independent of \(t\), is necessary for the boundedness of \(M_\alpha\) from \(GM_{p,q,\theta}(R^n)\) to \(GM_{q,\varphi,\theta}(R^n)\).

3. If \(\varphi \in \mathcal{L}_p\), then the condition (2) is necessary and sufficient for the boundedness of \(M_\alpha\) from \(GM_{p,q,\theta}(R^n)\) to \(GM_{q,\varphi,\theta}(R^n)\).

If we take \(\varphi(t) = \frac{\Phi^{-1}(t^{-n})}{t^{-\lambda}}, 0 \leq \lambda \leq n, \Psi(t) \equiv \Phi(t^{\frac{1}{p}}), \beta \in (0, 1)\),
\[\eta(t) \equiv \varphi(t)^{\beta} = \left(\frac{\Phi^{-1}(t^{-n})}{\Phi^{-1}(1-\lambda)}\right)^{\beta} = \frac{\Psi^{-1}(t^{-n})}{\Psi^{-1}(1-\lambda)},\]
at Theorem 2 we get the following result.

**Corollary 2.** Let \(\Phi \in \Delta^1 \cap \nabla_2, \Psi(t) \equiv \Phi(t^{\frac{1}{p}})\) and \(\beta \in (0, 1)\). If
\[\sup_{t < r < \infty} r^\alpha \frac{\Phi^{-1}(r^{-n})}{\Phi^{-1}(r^{-\lambda})} \leq C t^\alpha \frac{\Phi^{-1}(t^{-n})}{\Phi^{-1}(1-\lambda)},\]
for all \(t > 0\), where \(C > 0\) independent of \(t\), then the condition
\[t^\alpha \leq C \left(\frac{\Phi^{-1}(t^{-n})}{\Phi^{-1}(1-\lambda)}\right)^{\beta-1}\]
for all \(t > 0\), where \(C > 0\) independent of \(t\), is necessary and sufficient for the boundedness of \(M_\alpha\) from \(GM_{p,\lambda}(R^n)\) to \(GM_{p,\lambda}(R^n)\).

**Remark.** The Theorem 1 and 2 are an Adams type result. The similar theorem for the generalized Orlicz-Morrey spaces \(M_{p,\varphi}\) was proved in [16–18].
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Бөлшек максималды оператордың Орлич-Морри кеңістігіндегі шекарасы

Мақалада $GM_{\Phi,\eta}(R^n)$ ғаламдық Орлич-Морри кеңістігі және және $M_{\alpha}$ бөлшек максималды операторының шекарасын көрсету үшін $GM_{\Phi,\eta}(R^n)$ операторының шекарасын құрастыруға етілген жетілдірілген шарттарын қабылдауға болады.

$GM_{\Phi,\eta}(R^n)$ операторының $GM_{\Phi,\eta}(R^n)$ функциясы Бөлшегі кейбір қосымша шарттарында қалпына келтіріледі.

$GM_{\Phi,\eta}(R^n)$ операторының $GM_{\Phi,\eta}(R^n)$ функциясы және оның шекарасы қалыптастырылады.

Кітім қабыл: Орлич кеңістігі, Морри тіпті кеңістік, бөлшек максималды функция, жалпыланған Орлич-Морри кеңістіктері.
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Об ограниченности дробного максимального оператора в глобальных пространствах Орлича-Морри

В статье рассмотрены глобальные пространства Орлича-Морри $GM_{\Phi,\varphi,\theta}(\mathbb{R}^n)$. Авторы находят достаточные условия на пары функций $(\varphi, \eta)$ и $(\Phi, \Psi)$, которые обеспечивают ограниченность дробно-максимального оператора $M_{\alpha}$ из $GM_{\Phi,\varphi,\sigma}(\mathbb{R}^n)$ в пространство $GM_{\Psi,\eta,\sigma}(\mathbb{R}^n)$. Доказано, что при некоторых дополнительных условиях регулярность на функцию $\varphi$, полученные условия являются необходимыми. При доказательстве существенно использованы условия ограниченности, максимальные функции Харди-Литтлвуда и оценка нормы характеристической функции в глобальных пространствах Орлича-Морри.

Ключевые слова: пространство Орлича, пространство типа Морри, дробные максимальные функции, глобальные пространства Орлича-Морри.
Predicting the optimal solution in fuzzy linear programming problem

In this paper we try to define a percentage form of LR fuzzy numbers which is a useful form of fuzzy numbers and its’ arithmetics. So, we show how the maximum variation range of optimal value of fuzzy objective function can be predicted by using this form of fuzzy numbers. Since fuzzy problems are generally solved through a complicated manner, the purpose of this study is releasing a kind of prediction for the final solution in the way that the manager can access to an outlook to optimal solution ($Z^*$) without solving the problem. Finally, optimal value of fuzzy objective function on fuzzy linear programming is predicted when maximum variation range of fuzzy variable have been predetermined.

Keywords: Percentage form of fuzzy numbers, Fuzzy number, Fuzzy linear programming, Fuzzy Arithmetic

Introduction

In the recent past the fields of management science, operational research and industrial engineering have dedicated a lot of attention to decision making theories, decision making methods and application. For the past sixty years, many research works in these areas have been documented. However, there is a need to develop new methods that would fit real world problems in the context of linear programming. The traditional methods of linear programming modeling require precise model parameters and this, is not obtainable in real world problems. So, researchers usually estimate model parameters by themselves and These estimated values of the model parameters may not be precise.

Tanaka et al. [1] proposed the concept of fuzzy mathematical programming based on the fuzzy decision framework of Bellman and Zadeh [2]. Zimmerman [3] introduced the first formulation of fuzzy linear programming (FLP) to address the impreciseness of the parameters in linear programming (LP) problems with fuzzy constraints and objective functions. A number of researchers have exhibited their interest to solve the FLP problems [4–13] and fully FLP problems [14–23].

A new form of fuzzy numbers called percentage form of LR fuzzy numbers (PLR fuzzy number) is now introduced in this paper. This form of fuzzy numbers are applied to many discipline such as industrial application, mathematical modeling and management sciences. Arithmetic operations of this form of fuzzy numbers and some properties of it is studied. Also the prediction process of fuzzy optimal solution and its variation range is described in this paper according to properties of this form of fuzzy numbers.

The solution of FLP problems and fully FLP problems cannot be calculated by applying the majority of existing methods in which some or all the parameters are represented by unrestricted LR fuzzy numbers. In addition, there are large computational procedure with some existing methods [20]. By predicting the range of fuzzy numbers’ change and reaching to an outlook of optimal solution and also having an alternating fuzzy variables’ frequency range on demand, we are able to find the optimal solution with ideal frequency range.

Preliminary Concepts

In this section, we introduce some basic definitions on fuzzy set theory and the main concepts needed in the paper.

Definition 1. Let $X$ be a collection of objects denoted generically by $x$. $\tilde{A}$ is called a fuzzy set in $X$ if $\tilde{A}$ is a set of ordered pairs:

$$\tilde{A} = \{(x, \mu_{\tilde{A}}(x)) \mid x \in X\}$$

where $\mu_{\tilde{A}}(x)$ is a membership function of $x$ in $\mu_{\tilde{A}}$ such that $\mu_{\tilde{A}}(x) : X \rightarrow [0, 1]$. 
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then arithmetic on fuzzy numbers are defined

\[
\mu_{\tilde{A}}(x) = \begin{cases} 
L \left( \frac{a - x}{\alpha} \right), & x < a^l \\
1, & a^l \leq x \leq a^u \\
R \left( \frac{x - a^u}{\beta} \right), & x > a^u \\
0, & \text{otherwise}
\end{cases}
\]

where \( L \) and \( R \) are reference functions, i.e., \( L, R : [0, +\infty) \to [0, 1] \) are non-increasing that \( L(0) = R(0) = 1 \) and \( L(1) = R(1) = 0 \). The membership function of a \( LR \) fuzzy number, \( \tilde{A} = (a, \alpha, \beta)_{LR} \), can be also defined as

\[
\mu_{\tilde{A}}(x) = \begin{cases} 
L \left( \frac{a - x}{\alpha} \right), & x \leq a \\
R \left( \frac{x - a}{\beta} \right), & x > a \\
0, & \text{otherwise}
\end{cases}
\]

**Definition 3.** Let \( \tilde{A}_1 = (a_1, \alpha_1, \beta_1)_{LR} \) and \( \tilde{A}_2 = (a_2, \alpha_2, \beta_2)_{LR} \) be \( LR \) fuzzy numbers and \( r \in \mathbb{R}, (r \neq 0) \) then arithmetic on fuzzy numbers are defined

\[
\tilde{A}_1 \oplus \tilde{A}_2 = (a_1 + a_2, \alpha_1 + \alpha_2, \beta_1 + \beta_2)_{LR}
\]

\[
r\tilde{A}_1 = \begin{cases} 
(ra_1, r\alpha_1, r\beta_1)_{LR}, & r > 0 \\
(ra_1, -r\beta_1, -r\alpha_1)_{LR}, & r < 0
\end{cases}
\]

\[
\tilde{A}_1 \otimes \tilde{A}_2 = \begin{cases} 
(a_1 a_2, a_1 \alpha_2 + a_2 \alpha_1, a_1 \beta_2 + a_2 \beta_1)_{LR}, & \text{where } \tilde{A}_1 > 0, \tilde{A}_2 > 0 \\
(a_1 a_2, a_2 \alpha_1 - a_1 \beta_2, a_2 \beta_1 - a_1 \alpha_2)_{LR}, & \text{where } \tilde{A}_1 < 0, \tilde{A}_2 > 0 \\
(a_1 a_2, a_1 \alpha_2 - a_2 \beta_1, a_1 \beta_2 - a_2 \alpha_1)_{LR}, & \text{where } \tilde{A}_1 > 0, \tilde{A}_2 < 0 \\
(a_1 a_2, -a_1 \beta_2 - a_2 \beta_1, -a_1 \alpha_2 - a_2 \alpha_1)_{LR}, & \text{where } \tilde{A}_1 < 0, \tilde{A}_2 < 0
\end{cases}
\]

**Remark 1.** We denote the set of all \( LR \)-fuzzy numbers by \( \mathcal{F}(\mathbb{R}) \).

**Definition 4.** A linear ranking function is a function \( \mathcal{R} : \mathcal{F}(\mathbb{R}) \to \mathbb{R} \), which maps each fuzzy number into a real line, where there is a natural order.

\[
\mathcal{R}(\tilde{A}) = \frac{1}{2} \int_0^1 (L_h(x) + R_h(x))dh
\]

where \([L_h(x), R_h(x)]\) is \( h \)-cute of \( \tilde{A} \).

Let \( \tilde{A} = (a, \alpha, \beta) \) be a triangular fuzzy number then

\[
\mathcal{R}(\tilde{A}) = a + \frac{1}{4} (\beta - \alpha).
\]

**PLR fuzzy number**

Here a very useful form of fuzzy numbers is discussed and the arithmetic definition of this form of fuzzy numbers is given. We also show that the arithmetic of this form of fuzzy numbers is simple when compared with the current form of fuzzy numbers.

**Definition 5.** (PLR fuzzy number) Let

\[
\tilde{A} = (a, \alpha, \beta)_{LR}, \quad \alpha, \beta \geq 0 \text{ and } a \neq 0
\]

be the \( LR \) fuzzy number, then

\[
\tilde{A} = (a, \tilde{\alpha}, \tilde{\beta}) \quad \text{where } \tilde{\alpha}, \tilde{\beta} \geq 0 \text{ and } a \neq 0
\]
is called PLR fuzzy number and the $\tilde{a}$ and $\tilde{\beta}$ are the left and right percentage deviation from the center of fuzzy numbers ($a$), respectively. The formula to convert LR fuzzy number to PLR fuzzy numbers and back are as follows:

$$\tilde{A} = (a, \alpha, \beta)_{LR} = \left( a, \frac{\alpha}{|a|} \cdot 100\%, \frac{\beta}{|a|} \cdot 100\% \right),$$

$$\tilde{A} = (a, \alpha\%, \beta\%) = \left( a, \frac{\alpha|a|}{100}, \frac{\beta|a|}{100} \right)_{LR}.$$

Note that, LR fuzzy numbers and PLR fuzzy number are called normal and percentage form of fuzzy numbers respectively.

**Example 1.** Suppose $\tilde{A} = \left( 10, 2, 3 \right)_{LR}$ is a LR fuzzy number then its PLR form is as follow:

$$\tilde{A} = \left( \frac{10}{2}, 100\%, \frac{3}{10} \cdot 100\% \right) = \left( 10, 20\%, 30\% \right).$$

Furthermore suppose $\tilde{A} = (-50, 8\%, 14\%)$ is a PLR fuzzy number then its LR form is as follow:

$$\tilde{A} = \left( -50, 8\% \cdot \frac{100}{10}, 14 \cdot \frac{100}{10} \right) = \left( -50, 4, 7 \right)_{LR}.$$

**Definition 6.** Suppose $\tilde{A} = (a, \alpha\%, \beta\%)$ is PLR fuzzy number, if $\alpha = \beta$ then $\tilde{A}$ is symmetric PLR fuzzy number and we show $\tilde{A} = (a, \alpha\%)$.

### Arithmetic Operation on PLR Fuzzy Numbers

Let $\tilde{A}_1 = (a_1, \alpha_1\%, \beta_1\%)$ and $\tilde{A}_2 = (a_2, \alpha_2\%, \beta_2\%)$ denote PLR fuzzy numbers and $r \in \mathbb{R}$, ($r \neq 0$) then LR form of $\tilde{A}_1$ and $\tilde{A}_2$ are as follows:

$$\tilde{A}_1 = \left( a_1, \frac{\alpha_1}{100}, \frac{\beta_1}{100} \right)_{LR}, \quad \tilde{A}_2 = \left( a_2, \frac{\alpha_2}{100}, \frac{\beta_2}{100} \right)_{LR}.$$

**Addition ($\oplus$):** According to Equation (1), we obtain

$$\begin{align*}
\tilde{A}_1 \oplus \tilde{A}_2 &= \left( a_1 + a_2, \frac{\alpha_1}{100} + \frac{\alpha_2}{100}, \frac{\beta_1}{100} + \frac{\beta_2}{100} \right)_{LR} \\
&= \left( a_1 + a_2, \frac{\alpha_1}{100} + \frac{\alpha_2}{100}, \frac{\beta_1}{100} + \frac{\beta_2}{100} \right)_{LR}.
\end{align*}$$

**PLR form of above LR fuzzy number is as follow:**

$$\tilde{A}_1 \oplus \tilde{A}_2 = \left( a_1 + a_2, \frac{\alpha_1 + \alpha_2}{100} \times \frac{100}{|a_1 + a_2|}, \frac{\beta_1 + \beta_2}{100} \times \frac{100}{|a_1 + a_2|} \right)_{LR}.$$

**Scalar Multiplication:**

Case 1: If $r > 0$ as a result $|ra| = r|a|$ therefore

$$r\tilde{A} = \left( ra, \frac{r\alpha}{100}, \frac{r\beta}{100} \right)_{LR}.$$

**PLR form of above LR fuzzy number is as follow:**

$$\begin{align*}
r\tilde{A} &= \left( ra, \frac{r\alpha|a|}{100}, \frac{r\beta|a|}{100} \times \frac{100}{|ra|} \right) \\
&= \left( ra, \frac{r\alpha}{100}, \frac{r\beta}{100} \times \frac{100}{|ra|} \times \frac{100}{|ra|} \times \frac{100}{|ra|} \right) = \left( ra, \alpha\%, \beta\% \right).
\end{align*}$$

Case 2: If $r < 0$, similar to Case 1 we have

$$r\tilde{A} = (ra, \beta\%, \alpha\%).$$
Multiplication:
Case 1: Let $\tilde{A}_1$ and $\tilde{A}_2$ be non-negative PLR fuzzy numbers then $|a_1| = a_1$, $|a_2| = a_2$ and $|a_1a_2| = a_1a_2$. According to Equations (2), we have
\[
\tilde{A}_1 \odot \tilde{A}_2 = \left( a_{1a_2}, \frac{a_1a_2(a_1 + a_2)}{100}, \frac{a_1a_2(\beta_1 + \beta_2)}{100} \right)_{LR}.
\]

PLR form of above LR fuzzy number is as follows:
\[
\tilde{A}_1 \odot \tilde{A}_2 = \left( a_{1a_2}, \frac{a_1a_2(a_1 + a_2)}{100} \times \frac{100}{|a_1a_2| \%}, \frac{a_1a_2(\beta_1 + \beta_2)}{100} \times \frac{100}{|a_1a_2| \%} \right).
\]

Case 2: Let $\tilde{A}_1 = (a_1, a_1\%, \beta_1\%)$ and $\tilde{A}_2 = (a_2, a_2\%, \beta_2\%)$ be non-positive PLR fuzzy numbers then
\[
\tilde{A}_1 \odot \tilde{A}_2 = (a_{1a_2}, (\beta_1 + \beta_2)\%, (a_1 + a_2)\%).
\]

Case 3: Let $\tilde{A}_1 = (a_1, a_1\%, \beta_1\%)$ is non-negative and $\tilde{A}_2 = (a_2, a_2\%, \beta_2\%)$ be non-positive PLR fuzzy numbers then
\[
\tilde{A}_1 \odot \tilde{A}_2 = (a_{1a_2}, (a_2 + \beta_1)\%, (a_1 + \beta_2)\%).
\]

Case 4: Let $\tilde{A}_1 = (a_1, a_1\%, \beta_1\%)$ be non-positive and $\tilde{A}_2 = (a_2, a_2\%, \beta_2\%)$ be non-negative PLR fuzzy numbers then
\[
\tilde{A}_1 \odot \tilde{A}_2 = (a_{1a_2}, (\alpha_1 + \beta_2)\%, (\alpha_2 + \beta_1)\%).
\]

In summing up, if $\tilde{A}_1 = (a_1, a_1\%, \beta_1\%)$ and $\tilde{A}_2 = (a_2, a_2\%, \beta_2\%)$ be PLR fuzzy numbers then
\[
\tilde{A}_1 \odot \tilde{A}_2 = \left( a_1 + a_2, \frac{a_1|a_1| + a_2|a_2|}{|a_1 + a_2| \%}, \frac{\beta_1|a_1| + \beta_2|a_2|}{|a_1 + a_2| \%} \right).
\]

$\tilde{A}_1 \odot \tilde{A}_2 = \left\{ \begin{array}{l}
(a_{1a_2}, (\alpha_1 + \alpha_2)\%, (\beta_1 + \beta_2)\%) , \quad \tilde{A}_1 \geq 0 \quad \tilde{A}_2 \geq 0 \\
(a_{1a_2}, (\alpha_1 + \beta_2)\%, (\alpha_2 + \beta_1)\%) , \quad \tilde{A}_1 \leq 0 \quad \tilde{A}_2 \geq 0 \\
(a_{1a_2}, (\alpha_2 + \beta_1)\%, (\alpha_1 + \beta_2)\%) , \quad \tilde{A}_1 \geq 0 \quad \tilde{A}_2 \leq 0 \\
(a_{1a_2}, (\beta_1 + \beta_2)\%, (\alpha_1 + \alpha_2)\%) , \quad \tilde{A}_1 \leq 0 \quad \tilde{A}_2 \leq 0
\end{array} \right.$

**Proposition 1.** Let $\tilde{A}_1 = (a_1, a_1\%, \beta_1\%)$, $\tilde{A}_2 = (a_2, a_2\%, \beta_2\%)$, ... , $\tilde{A}_n = (a_n, a_n\%, \beta_n\%)$ be PLR fuzzy numbers and
\[
P = \left\{ i \mid \tilde{A}_i > 0 \quad i = 1, 2, \ldots, n \right\}
\]
\[
N = \left\{ i \mid \tilde{A}_i < 0 \quad i = 1, 2, \ldots, n \right\}
\]
then
\[
\tilde{A}_1 \odot \tilde{A}_2 \odot \cdots \odot \tilde{A}_n = \left( a_1a_2 \cdots a_n, \left( \sum_{i \in P} \alpha_i + \sum_{i \in N} \beta_i \right)\% , \left( \sum_{i \in P} \alpha_i + \sum_{i \in N} \beta_i \right)\% \right).
\]
**Proposition 2.** Let \( \tilde{A}_1 = (a_1, \alpha_1, \beta_1) \), \( \tilde{A}_2 = (a_2, \alpha_2, \beta_2) \), \( \ldots \), \( \tilde{A}_n = (a_n, \alpha_n, \beta_n) \) be non-negative PLR fuzzy numbers then
\[
\tilde{A}_1 \otimes \tilde{A}_2 \otimes \ldots \otimes \tilde{A}_n = (a_1 a_2 \ldots a_n, (\alpha_1 + \alpha_2 + \ldots + \alpha_n), (\beta_1 + \beta_2 + \ldots + \beta_n)).
\]

**Proposition 3.** Let \( \tilde{A}_1 = (a_1, \alpha_1, \beta_1) \), \( \tilde{A}_2 = (a_2, \alpha_2, \beta_2) \), \( \ldots \), \( \tilde{A}_n = (a_n, \alpha_n, \beta_n) \) be non-positive PLR fuzzy numbers then
\[
\tilde{A}_1 \otimes \tilde{A}_2 \otimes \ldots \otimes \tilde{A}_n = (a_1 a_2 \ldots a_n, (\beta_1 + \beta_2 + \ldots + \beta_n), (\alpha_1 + \alpha_2 + \ldots + \alpha_n)).
\]

**Example 2.** Let \( \tilde{A}_1 = (4, 2\%, 3\%) \), \( \tilde{A}_2 = (-5, 8\%, 4\%) \), \( \tilde{A}_3 = (6, 9\%, 5\%) \), \( \tilde{A}_4 = (3, 2\%, 8\%) \) and \( \tilde{A}_5 = (-3, 1\%, 6\%) \) be PLR fuzzy numbers. Then \( P = \{ i \mid \tilde{A}_i > 0 \} = \{1, 3, 4\} \) and \( N = \{ i \mid \tilde{A}_i < 0 \} = \{2, 5\} \). Multiplying these fuzzy numbers is calculated as follows:
\[
\tilde{A}_1 \otimes \tilde{A}_2 \otimes \tilde{A}_3 \otimes \tilde{A}_4 \otimes \tilde{A}_5
= \left(4 \times (-5)\right) \times 6 \times 3 \times (-3) \left[ \sum_{i \in \{1,3,4\}} \alpha_i + \sum_{i \in \{2,5\}} \beta_i \right] \% \left[ \sum_{i \in \{2,5\}} \alpha_i + \sum_{i \in \{1,3,4\}} \beta_i \right] \%
= (1080, [(2 + 9 + 2) + (4 + 6)] \% \left[(8 + 1) + (3 + 5 + 8)\right] \%)
= (1080, 23\%, 25\%).
\]

According to Proposition 1, it is observed that multiplication of fuzzy numbers by PLR fuzzy numbers is simple and uncomplicated in contrast to LR fuzzy numbers.

**Predicting fuzzy optimal solution**

In this section, we describe how the maximum variation range of optimal solution (\( \tilde{Z}^* \)) can be predicted respectively for general form of fuzzy linear programming and special form of fuzzy linear programming problem when the maximum variation range of fuzzy variable is predetermined.

**Proposition 4.** Let \( \tilde{A}_1 = (a_1, \alpha_1, \beta_1) \) and \( \tilde{A}_2 = (a_2, \alpha_2, \beta_2) \) be PLR fuzzy numbers and \( a_1 a_2 > 0 \) then
\[
\tilde{A}_1 \otimes \tilde{A}_2 = (\tilde{a}, \tilde{\alpha}, \tilde{\beta})
\]
then
\[
\min \{\alpha_1, \alpha_2\} \leq \tilde{\alpha} \leq \max \{\alpha_1, \alpha_2\}
\]
\[
\min \{\beta_1, \beta_2\} \leq \tilde{\beta} \leq \max \{\beta_1, \beta_2\}
\]

**Proof.** Without prejudice to the generality of the problem suppose \( \alpha_1 \leq \alpha_2 \) as a result \( \max \{\alpha_1, \alpha_2\} = \alpha_2 \) and \( \min \{\alpha_1, \alpha_2\} = \alpha_1 \). In addition,
\[
a_1 a_2 > 0 \Rightarrow |a_1 + a_2| = |a_1| + |a_2| \neq 0
\]
then
\[
\alpha_1 \leq \alpha_2
\Rightarrow \alpha_1 |a_1| \leq \alpha_2 |a_1|
\Rightarrow \alpha_1 |a_1| + \alpha_2 |a_2| \leq \alpha_2 |a_1| + \alpha_2 |a_2|
\Rightarrow \alpha_1 |a_1| + \alpha_2 |a_2| \leq \alpha_2 (|a_1| + |a_2|) = \alpha_2 |a_1 + a_2|
\Rightarrow \frac{\alpha_1 a_1 + \alpha_2 a_2}{|a_1 + a_2|} \leq \alpha_2 = \max \{\alpha_1, \alpha_2\}
\Rightarrow \tilde{\alpha} \leq \max \{\alpha_1, \alpha_2\}
\]

(30)
\[ \alpha_2 \geq \alpha_1 \]
\[ \Rightarrow \alpha_2 |a_2| \geq \alpha_1 |a_2| \]
\[ \Rightarrow \alpha_1 |a_1| + \alpha_2 |a_2| \geq \alpha_1 |a_1| + \alpha_1 |a_2| \]
\[ \Rightarrow \alpha_1 |a_1| + \alpha_2 |a_2| \geq \alpha_1 (|a_1| + |a_2|) = \alpha_1 |a_1 + a_2| \]
\[ \Rightarrow \frac{\alpha_1 a_1 + \alpha_2 a_2}{|a_1 + a_2|} \geq \alpha_1 = \min \{\alpha_1, \alpha_2\} \]
\[ \Rightarrow \hat{\alpha} \geq \min \{\alpha_1, \alpha_2\} \]  

(31)

Proof for \( \hat{\beta} \) is similar to the proof for \( \hat{\alpha} \).

**Proposition 5.** Let \( A_1 = (a_1, \alpha_1, \beta_1) \), \( A_2 = (a_2, \alpha_2, \beta_2) \), \ldots, \( A_n = (a_n, \alpha_n, \beta_n) \) be PLR fuzzy numbers and \( a_i a_j > 0, i \neq j \) then

\[ \hat{A}_1 \oplus \hat{A}_2 \oplus \cdots \oplus \hat{A}_n = (a_1 + a_2 + \cdots + a_n, \hat{\alpha}, \hat{\beta}) \]

then

\[ \min \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \leq \hat{\alpha} \leq \max \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \]

and

\[ \min \{\beta_1, \beta_2, \ldots, \beta_n\} \leq \hat{\beta} \leq \max \{\beta_1, \beta_2, \ldots, \beta_n\} \]

**Proposing maximum variation range of objective function**

Now we show how the maximum variation range of fuzzy objective function is predicted for general form of fully fuzzy linear programming problems.

Let a fully fuzzy linear programming be defined as follow:

\[ \begin{align*}
\text{Min or Max} \quad & \tilde{Z} = \sum_{j=1}^{n} \tilde{c}_j \otimes \tilde{x}_j \\
\text{s.t.} \quad & \sum_{j=1}^{n} \tilde{a}_{ij} \otimes \tilde{x}_j \geq \tilde{b}_i, \quad i = 1, 2, \ldots, m
\end{align*} \]

(32)

where \( \tilde{x}_j = (x_j, \alpha_{x_j}, \beta_{x_j}) \), \( \tilde{c}_j = (c_j, \alpha_{c_j}, \beta_{c_j}) \), \( \tilde{a}_{ij} = (a_{ij, \alpha_{a_{ij}}, \beta_{a_{ij}}}) \) and \( \tilde{b}_i = (b_i, \alpha_{b_i}, \beta_{b_i}) \) be PLR fuzzy numbers for \( i = 1, \ldots, m, j = 1, \ldots, n \).

**Theorem 1.** Let \( \tilde{c}_j = (c_j, \alpha_{c_j}, \beta_{c_j}) \) and \( \tilde{x}_j = (x_j, \alpha_{x_j}, \beta_{x_j}) \), \( j = 1, 2, \ldots, n \) be non-negative PLR fuzzy numbers and \( \tilde{x}_j \) be feasible solution of fully fuzzy linear programming problem (5) also

\[ \tilde{Z} = (\tilde{z}, \hat{\alpha}, \hat{\beta}) = \sum_{j=1}^{n} \tilde{c}_j \otimes \tilde{x}_j \]

is the objective function of fully fuzzy linear programming problem (32) then

\[ \tilde{Z} = c_1 x_1 + c_2 x_2 + \cdots + c_n x_n \]

and

\[ \alpha_{\text{min}} \leq \hat{\alpha} \leq \alpha_{\text{max}}, \quad \beta_{\text{min}} \leq \hat{\beta} \leq \beta_{\text{max}} \]
where
\[
\begin{align*}
\alpha_{\text{min}} &= \min \left\{ \alpha_{c_i} + \alpha_{x_i} \mid i = 1, 2, \ldots, n \right\} \\
\alpha_{\text{max}} &= \max \left\{ \alpha_{c_i} + \alpha_{x_i} \mid i = 1, 2, \ldots, n \right\} \\
\beta_{\text{min}} &= \min \left\{ \beta_{c_i} + \beta_{x_i} \mid i = 1, 2, \ldots, n \right\} \\
\beta_{\text{max}} &= \max \left\{ \beta_{c_i} + \beta_{x_i} \mid i = 1, 2, \ldots, n \right\}
\end{align*}
\]

**Theorem 2.** Let \( \tilde{c}_j = (c_j, \alpha_{c_j}, \beta_{c_j}) \) and \( \tilde{x}_j = (x_j, \alpha_{x_j}, \beta_{x_j}) \), \( j = 1, 2, \ldots, n \) be non-negative PLR fuzzy numbers as well as \( \alpha_{x_j} \in [0, s_j] \) and \( \beta_{x_j} \in [0, r_j] \) also

\[
\tilde{Z} = (\tilde{z}, \tilde{\alpha}, \tilde{\beta}) = \sum_{j=1}^{n} \tilde{c}_j \otimes \tilde{x}_j
\]

is the objective function of fully fuzzy linear programming problem (5) then

\[
\begin{align*}
\min_{j=1,2,\ldots,n} \{ \alpha_{c_j} \} &\leq \hat{\alpha} \leq \max_{j=1,2,\ldots,n} \{ s_j + \alpha_{c_j} \} \\
\min_{j=1,2,\ldots,n} \{ \beta_{c_j} \} &\leq \hat{\beta} \leq \max_{j=1,2,\ldots,n} \{ r_j + \beta_{c_j} \}
\end{align*}
\]

**Proof.**

\[
\forall j = 1, \ldots, n \quad \alpha_{x_j} \in [0, s_j] \quad \text{and} \quad \beta_{x_j} \in [0, r_j] \implies 0 \leq \alpha_{x_j} \leq s_j \quad \text{and} \quad 0 \leq \beta_{x_j} \leq r_j
\]

\[
\implies \forall j = 1, 2, \ldots, n \quad \alpha_{c_j} \leq \alpha_{x_j} + \alpha_{c_j} \leq s_j + \alpha_{c_j} \quad \text{,} \quad \beta_{c_j} \leq \beta_{x_j} + \beta_{c_j} \leq r_j + \beta_{c_j}
\]

So

\[
\begin{align*}
\min_{j=1,\ldots,n} \{ \alpha_{c_j} \} &\leq \hat{\alpha} \leq \max_{j=1,\ldots,n} \{ s_j + \alpha_{c_j} \} \\
\min_{j=1,\ldots,n} \{ \beta_{c_j} \} &\leq \hat{\beta} \leq \max_{j=1,\ldots,n} \{ r_j + \beta_{c_j} \}
\end{align*}
\]

According to Theorem 1 and above inequalities we obtain

\[
\begin{align*}
\min_{j=1,2,\ldots,n} \{ \alpha_{c_j} \} &\leq \hat{\alpha} \leq \max_{j=1,2,\ldots,n} \{ s_j + \alpha_{c_j} \} \\
\min_{j=1,2,\ldots,n} \{ \beta_{c_j} \} &\leq \hat{\beta} \leq \max_{j=1,2,\ldots,n} \{ r_j + \beta_{c_j} \}
\end{align*}
\]

**Example 3.** Consider the following fully fuzzy linear programming problem:

\[
\begin{align*}
\text{Min} \quad &\tilde{Z} = \tilde{c}_1 \otimes \tilde{x}_1 + \tilde{c}_2 \otimes \tilde{x}_2 \\
\text{s.t.} \quad &\tilde{a}_{11} \otimes \tilde{x}_1 + \tilde{a}_{12} \otimes \tilde{x}_2 \geq \tilde{b}_1 \\
&\tilde{a}_{21} \otimes \tilde{x}_1 + \tilde{a}_{22} \otimes \tilde{x}_2 \leq \tilde{b}_2 \\
&\tilde{x}_1, \tilde{x}_2 \geq 0
\end{align*}
\]

where \( \tilde{c}_1 = (12, 6\%, 4\%) \), \( \tilde{c}_2 = (20, 5\%, 5\%) \), \( \tilde{a}_{11} = (8, 5\%, 4\%) \), \( \tilde{a}_{12} = (10, 5\%, 4\%) \), \( \tilde{a}_{21} = (15, 10\%, 8\%) \), \( \tilde{a}_{22} = (18, 6\%, 5\%) \), \( \tilde{b}_1 = (60, 10\%, 6\%) \), \( \tilde{b}_2 = (120, 6\%, 8\%) \), \( \tilde{x}_1 = (x_1, \alpha_{x_1}, \beta_{x_1}) \) and \( \tilde{x}_2 = (x_2, \alpha_{x_2}, \beta_{x_2}) \) be PLR fuzzy numbers. An addition maximum variation range of \( \tilde{x}_1 \) and \( \tilde{x}_2 \) are predetermined in Table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Maximum variation range of ( \tilde{x}_1 ) and ( \tilde{x}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{x}_1 )</td>
<td>( s_1 )</td>
</tr>
<tr>
<td>( \tilde{x}_2 )</td>
<td>( s_2 )</td>
</tr>
<tr>
<td>Maximum variation range</td>
<td>6%</td>
</tr>
<tr>
<td>Maximum variation range</td>
<td>3%</td>
</tr>
</tbody>
</table>
Therefor

\[ 0 \leq \alpha x_1 \leq s_1 \Rightarrow \alpha c_1 \leq \alpha x_1 + \alpha c_1 \leq s_1 + \alpha c_1 \]
\[ \Rightarrow 6 \leq \alpha x_1 + \alpha c_1 \leq s_1 + 6 = 6 + 6 = 12 \]

\[ 0 \leq \alpha x_2 \leq s_2 \Rightarrow \alpha c_2 \leq \alpha x_2 + \alpha c_2 \leq s_2 + \alpha c_2 \]
\[ \Rightarrow 5 \leq \alpha x_2 + \alpha c_2 \leq s_2 + 5 = 3 + 5 = 8 \]

\[ 0 \leq \beta x_1 \leq r_1 \Rightarrow \beta c_1 \leq \beta x_1 + \beta c_1 \leq r_1 + \beta c_1 \]
\[ \Rightarrow 4 \leq \beta x_1 + \beta c_1 \leq r_1 + 4 = 4 + 8 = 8 \]

\[ 0 \leq \beta x_2 \leq r_2 \Rightarrow \beta c_2 \leq \beta x_2 + \beta c_2 \leq r_2 + \beta c_2 \]
\[ \Rightarrow 5 \leq \beta x_2 + \beta c_2 \leq r_2 + 5 = 4 + 5 = 9 \]

Thus

\[ \min \{ \alpha c_1 + \alpha x_1, \alpha c_2 + \alpha x_2 \} \geq \min \{ 6, 5 \} = 5 \]
\[ \max \{ \alpha c_1 + \alpha x_1, \alpha c_2 + \alpha x_2 \} \leq \max \{ 12, 8 \} = 12 \]

and

\[ \min \{ \beta c_1 + \beta x_1, \beta c_2 + \beta x_2 \} \geq \min \{ 4, 5 \} = 4 \]
\[ \max \{ \beta c_1 + \beta x_1, \beta c_2 + \beta x_2 \} \leq \max \{ 8, 9 \} = 9 \]

According to Theorem 1 we find

\[ 5 \leq \hat{\alpha} \leq 12, \quad 4 \leq \hat{\beta} \leq 9 \]

where \( \tilde{x}_1 \) and \( \tilde{x}_2 \) are feasible solutions and \( \tilde{Z} = \left( \tilde{z}, \tilde{\alpha}\%, \tilde{\beta}\% \right) \) is a value of objective function proportional to \( \tilde{x}_1 \) and \( \tilde{x}_2 \). The variation range of \( \hat{\alpha} \) and \( \hat{\beta} \) indicate that, for each fuzzy feasible solutions, \( \hat{\alpha} \) vary between 5% and 12% and \( \hat{\beta} \) vary between 4% and 9% (See Figure 1). Especially, if \( \tilde{x}_1^* \) and \( \tilde{x}_2^* \) are optimal feasible solutions then variation range of \( \tilde{Z}^* \) can be predicted as follows:

\[ \tilde{Z}^* = \left\{ (z^*, \alpha^*\%, \beta^*\%) \mid \alpha^* \in [5, 12], \beta^* \in [4, 9] \right\} \]

\[ \text{Figure 1. The variation range of left and right side of } \tilde{Z} \]

Note that Theorem 2 imply that the maximum variation range of left and right side of \( \tilde{Z}^* \) may be changed if the maximum variation range of left and right side of fuzzy variable is changed.

In other words:

- The minimum variation range of left and right side of \( \tilde{Z}^* \) is independent of fuzzy variables’ variation range.
- The maximum variation range of left and right side of \( \tilde{Z}^* \) is dependent on fuzzy variables’ variation range.

**Predicting optimal value of objective function**

Here, we describe how the optimal value of objective function in fully fuzzy linear programming problems are predictable when all of the parameters and variables are symmetric triangular fuzzy numbers.
Then programming as follows:

Assume that \( \tilde{A} = (a, \alpha \%) \) and \( \tilde{B} = (b, \beta \%) \) are symmetric PLR fuzzy number and \( a + b \neq 0 \), then \( \tilde{A} \oplus \tilde{B} \) is symmetric PLR fuzzy number.

**Theorem 3.** If \( \tilde{A} = (a, \alpha \%) \) and \( \tilde{B} = (b, \beta \%) \) are symmetric PLR fuzzy number, then we can show \( \tilde{A} = (a, \alpha \%, \alpha \%) \) and \( \tilde{B} = (b, \beta \%, \beta \%) \) and we have

\[
\tilde{A} \oplus \tilde{B} = \left( a + b, \frac{\alpha \alpha + \beta \beta}{|a + b|}, \frac{\alpha \alpha + \beta \beta}{|a + b|} \% \right).
\]

**Proof.** Analogous to the proof of Theorem 3.

Let \( \tilde{A}_j = (a_j, \alpha_j \%) \) and \( \tilde{B}_j = (b_j, \beta_j \%) \), \( j = 1, 2, \ldots, n \) be non-negative symmetric PLR fuzzy numbers and

\[
\tilde{Z} = \sum_{j=1}^{n} \tilde{A}_j \otimes \tilde{B}_j
\]

then \( \tilde{Z} \) is symmetric PLR fuzzy numbers.

**Theorem 4.** If \( \tilde{A} = (a, \alpha \%) \) and \( \tilde{B} = (b, \beta \%) \) are symmetric PLR fuzzy number and \( \tilde{A}, \tilde{B} \neq 0 \), then \( \tilde{A} \otimes \tilde{B} \) is symmetric PLR fuzzy number.

**Proof.** Analogous to the proof of Theorem 3.

Suppose all the parameters and variables in the fully fuzzy linear programming (5) are triangular symmetric fuzzy numbers, then as a consequence of Lemma 1 the result of \( \sum_{j=1}^{n} \tilde{c}_j \otimes \tilde{x}_j \) and \( \sum_{j=1}^{n} \tilde{a}_{ij} \otimes \tilde{x}_j \) are symmetric triangular fuzzy numbers. In addition

\[
\Re \left( \sum_{j=1}^{n} \tilde{c}_j \otimes \tilde{x}_j \right) = \sum_{j=1}^{n} c_j x_j
\]

\[
\Re \left( \sum_{j=1}^{n} \tilde{a}_{ij} \otimes \tilde{x}_j \right) = \sum_{j=1}^{n} a_{ij} x_j, \quad i = 1, 2, \ldots, m
\]

\[
\Re (\tilde{b}_i) = b_i, \quad i = 1, 2, \ldots, m
\]

\[
\Re (\tilde{x}_j) = x_j, \quad j = 1, 2, \ldots, n
\]

In fact, the left and right sides of PLR fuzzy parameters and variables are ignored by applying defuzzification. Hence the fully fuzzy linear programming (5) with using ranking function is converted to crisp linear programming as follows:

\[
\begin{align*}
\min_{(\text{Max})} & \quad Z = \sum_{j=1}^{n} c_j x_j \\
\text{s.t.} & \quad \sum_{j=1}^{n} a_{ij} x_j \geq b_i, \quad i = 1, 2, \ldots, m \\
& \quad x_j \geq 0
\end{align*}
\]  

(33)

Assume that \( x_j^*, j = 1, 2, \ldots, n \) are optimal feasible solutions of linear programming (6) then \( \tilde{Z}^* = (z^*, \alpha^* \%) \) is a prediction for the optimal objective function of model (5) where

\[
z^* = c_1 x_1^* + c_2 x_2^* + \cdots + c_n x_n^*
\]

and

\[
\min_{j=1, \ldots, n} \{ \alpha_{c_j} \} \leq \alpha^* \leq \max_{j=1, \ldots, n} \{ \alpha_{c_j} + s_j \}.
\]

**Example 4.** A company produces 3 kinds of goods with high profitability. Market estimation shows that each of these products can be sold at $865, $580 and $470 with maximum variation rate of 9%, 7.5% and 12%.
respectively. The company has 3 stages of production and each of these products require a proportion of the capacity of these stages. Maximum capacity of each production stages and proportion of the needed capacity for each product with its’ maximum variation rate are given in Table 2.

<table>
<thead>
<tr>
<th>Products</th>
<th>Production Stage 1</th>
<th>Production Stage 2</th>
<th>Production Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>α</td>
<td>Value</td>
</tr>
<tr>
<td>P1</td>
<td>1</td>
<td>0%</td>
<td>5</td>
</tr>
<tr>
<td>P2</td>
<td>0.8</td>
<td>0%</td>
<td>3</td>
</tr>
<tr>
<td>P3</td>
<td>2</td>
<td>0%</td>
<td>2.5</td>
</tr>
<tr>
<td>Maximum Capacity</td>
<td>200</td>
<td>2%</td>
<td>680</td>
</tr>
</tbody>
</table>

α : Maximum variation rate of each data

Since these goods are all best-selling, the company wants to get maximum production capacity. Here the manager really wants to know the amount of maximum profit and variation rate of profit when maximum variation rate of products is predetermined to be 5% and 10% respectively. This problem of goods production in the way that profit is maximized and the restrictions are met, is formulated as the following fully fuzzy linear programming.

\[
\begin{align*}
\text{Max } & \quad \bar{Z} = (865, 9\%) \odot \bar{x}_1 \oplus (580, 7.5\%) \odot \bar{x}_2 \oplus (470, 12\%) \odot \bar{x}_3 \\
\text{s.t. } & \quad (1, 0\%) \odot \bar{x}_1 \oplus (0.8, 0\%) \odot \bar{x}_2 \oplus (2, 0\%) \odot \bar{x}_3 \preceq (200, 2\%) \\
& \quad (5, 3\%) \odot \bar{x}_1 \oplus (3, 5\%) \odot \bar{x}_2 \oplus (2.5, 4\%) \odot \bar{x}_3 \preceq (680, 6\%) \\
& \quad (3, 1\%) \odot \bar{x}_1 \oplus (2, 2\%) \odot \bar{x}_2 \oplus (1.2, 4\%) \odot \bar{x}_3 \preceq (400, 3\%) \\
& \quad \bar{x}_1, \bar{x}_2, \bar{x}_3 \succeq 0
\end{align*}
\]

By appealing to the ranking function for defuzzification, the above fully fuzzy linear programming is converted to simple crisp linear programming as shown by the following

\[
\begin{align*}
\text{Max } & \quad Z = 865x_1 + 580x_2 + 470x_3 \\
\text{s.t. } & \quad x_1 + 0.8x_2 + 2x_3 \leq 200 \\
& \quad 5x_1 + 3x_2 + 2.5x_3 \leq 680 \\
& \quad 3x_1 + 2x_2 + 1.2x_3 \leq 400 \\
& \quad x_1, x_2, x_3 \geq 0
\end{align*}
\]

The maximum value of objective function of linear programming problem (8) is \(Z^*\) equal to 2520. Since fully fuzzy linear programming problem (7) is simplified to crisp linear programming problem (8), \(Z^* = 2520\) is an appropriate approximation for optimal profit irrespective of variation range of fuzzy parameters and fuzzy variables. Then, by applying Theorem 2, according to maximum variation range of products, maximum variation rate of optimal profit is calculated, as given in Table 3.

<p>| Maximum variation range of products and profit for Example 4 |
|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>P1 (x1)</th>
<th>P2 (x2)</th>
<th>P3 (x3)</th>
<th>Range of profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5%</td>
<td>5%</td>
<td>17%</td>
</tr>
<tr>
<td>2</td>
<td>10%</td>
<td>10%</td>
<td>22%</td>
</tr>
</tbody>
</table>

\(Z^*\) = (2520, 17%) (2520, 22%)

**Conclusion**

The given approach of in this paper differs significantly from other similar research studies which were conducted in the class of fuzzy linear programming problems. Here we introduced the PLR fuzzy numbers which are applicable to many branches of knowledge. In addition, in contrast to arithmetic operations on LR fuzzy numbers which are usually very complicated and voluminous, we have developed PLR fuzzy numbers with simpler multiplication operations and fewer computational procedures. Therefor in this method we are
able to reduce the lengthy numerical algorithms required in an arithmetic operations on fuzzy numbers when the number of multiplication operations are more than the number of additional operations. Furthermore, by applying our percentage form of fuzzy numbers in fuzzy linear programming problem, we are able to predict maximum variation range of optimal value of objective function when the maximum variation range of variables are predetermined.
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Аныккемес сызыктык багдарламалау есебинде 
онтайлы шешімді болсау

Мақалада аныккемес сандардың пайдаласу түрі мен оншы арифметикасы болып табылатын, аныккемес сандардың LR пайызды түрлі аныктауға тырысқан. Авторлар аныккемес сандардың осы формасын қолдана отырғыз, аныккемес объективті функцияның оңтайлы мәнінің өзгерүінің максималды диапазонын қалай болжауға болатындығын көрсеткен. Аныккемес мәселелер дәлелде көрсетілген түрде шешілген, бұл зерттеді макуайты — менеджер мәселелерін өшіретін оңтайлы шешім болшамына (Z∗) қол жеткізіп алатындығы түсінікті шешім үшін болмау болып табылады. Соның нәтижесінде, аныккемес сызыктык багдарламалау кезінде аныккемес объективті функцияның оңтайлы мәнінің аныккемес сандардың пайызды түрлі өзгерүінің максималды диапазоныны алдын-ала аныктауға болады.

Кілт сөздер: аныккемес сандардың пайызды түрі, так сан, аныккемес сызыктык багдарламалау, аныккемес арифметика.

Прогнозирование оптимального решения в задаче 
нечеткого линейного программирования

В статье предпринята попытка определить процентную форму LR нечетких чисел, которая является полезной формой нечетких чисел и ее арифметикой. Авторы показывают, как можно предсказать максимальный диапазон изменения оптимального значения нечеткой целевой функции с помощью этой формы нечетких чисел. Поскольку нечеткие проблемы, как правило, решаются сложным образом, цель этого исследования — выпустить своего рода прогноз для окончательного решения таким образом, чтобы менеджер мог получить доступ к прогнозу оптимального решения (Z∗), не решая проблемы. Наконец, оптимальное значение нечеткой целевой функции при нечетком линейном программировании предсказывается, когда предопределены максимальный диапазон изменения нечеткой переменной.

Ключевые слова: процентная форма нечетких чисел, нечеткое число, нечеткое линейное программирование, нечеткая арифметика.
To the solution of the Solonnikov-Fasano problem with boundary moving on arbitrary law $x = \gamma(t)$.

In this paper we study the solvability of the boundary value problem for the heat equation in a domain that degenerates into a point at the initial moment of time. In this case, the boundary changing with time moves according to an arbitrary law $x = \gamma(t)$. Using the generalized heat potentials, the problem under study is reduced to a pseudo-Volterra integral equation such that the norm of the integral operator is equal to one and it is shown that the corresponding homogeneous integral equation has a nonzero solution.

Key words: heat equation, moving boundary, degenerating domain, pseudo-Volterra integral equation.

Introduction

In many practically important engineering problems, the process of forming a temperature field in the structure under study is accompanied by the removal of a part of the substance from the surface, which leads to a change in its boundaries over time. The need to take into account the boundaries mobility of the studied domain significantly complicates the solution of the corresponding problems [1-5].

For example, in mathematical modeling of thermophysical processes in an electric arc of high-current disconnecting devices, the heat equation is used, which takes into account the effect of heat sources in the arc and the effect of contracting the axial section of the arc in the cathode region into the contact spot [6]. Moreover, the diameter of the contact spot is much less than the section diameter of the developed column of the arc, which makes it possible to consider it as a mathematical point. At the initial moment of time, the contacts are in a closed state and solution domain of the problem is absent; then, the solution domain changes over time according to the conditions for opening the contacts.

From a mathematical point of view, the singularity of the problem under consideration lies, firstly, in the presence of a moving boundary, and secondly, in the degeneration of the solution domain at the initial moment [7, 8]. Problems in domains with moving boundaries are also relevant in modeling physical processes in a gas discharge plasma, during melting of electrical contacts, the effect of an electric arc on contacts, in studying the problems of thermal shock in domains with a moving boundary, in solving a number of problems in hydromechanics [9-13].

Applying the method of generalized heat potentials, a number of similar problems can be reduced to the solution of singular Volterra type integral equations of the second kind. It is essential here that if in the boundary value problem the variable domain does not degenerate into a point at the initial moment of time, then the integral equation equivalent to it is solved by the method of successive approximations. If the domain degenerates into a point at the initial moment of time, then the integral equation of the boundary value problem has a singularity, which is that the integral from the kernel tends to unity as the upper limit of integration tends to the lower one, and this means that the method of successive approximations is not applicable to it.

Statement of the problem

Let’s study the solvability issues of the following boundary value problem:

$$\frac{\partial u}{\partial t} - a^2 \frac{\partial^2 u}{\partial x^2} = f(x, t), \quad \{0 < x < \gamma(t), \ t > 0\}$$
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where \( u(t) = u(\gamma(t), t) \), \( \gamma(0) = 0 \) for \( \gamma(t) = [(1 + \alpha_0(t))]^{\omega} \), \( \omega > \frac{1}{2} \).

Function \( \gamma(t) : (0, \infty) \to (0, \infty) \) satisfies the following conditions:
1. Asymptotics of the function \( \gamma(t) \) as \( t \to 0 \) and as \( t \to \infty \) has the form \( t^{\omega} \), where \( \omega > \frac{1}{2} \);
2. Starting from some moment of time \( t_0^* \) until moment of time \( t_2^* \) the function \( \gamma(t) \) is arbitrary, strictly monotone and one-to-one, i.e. there is a reverse transformation \( \gamma^{-1}(t) \).

We introduce the classes of solutions and data of the problem as follows:
1. Asymptotics of the function \( f(t, \gamma(t)) \) of which can be represented as a sum:
   \[
   f(x, t) = \begin{cases} 
   u \equiv \frac{\partial u}{\partial x} & \text{for } 0 \leq x < t, t > 0 \\
   F \left( x - \gamma(t) \right) & \text{for } x \geq t.
   \end{cases}
   \]

We will find the solution of problem (3)–(4) as the sum of heat potentials [14]:

\[
\begin{align*}
\frac{\partial v}{\partial t} - a^2 \frac{\partial^2 v}{\partial x^2} &= \tilde{f}(x, t), \quad 0 < x < t, \quad t > 0 \\
v(x, t)|_{x=0} &= v_0(t), \quad \left( \frac{\partial v}{\partial x} + \frac{1 + \gamma'(t)}{a^2} v \right)|_{x=\gamma(t)} = v_1(t),
\end{align*}
\]

where \( \tilde{f}(x, t) \equiv \frac{\partial f(x, t)}{\partial x} \), \( v_0(t) \equiv u_0(t) \), \( v_1(t) \equiv \frac{u_1(t)}{a^2} + \frac{f(x, t)}{a^2} \big|_{x=\gamma(t)} \).

Remark 1. Each solution to boundary value problem (3)–(4) defines a unique solution (up to a constant) of boundary value problem (1)–(2).

We will find the solution of problem (3)–(4) as the sum of heat potentials [15]:

\[
\begin{align*}
v(x, t) &= \frac{1}{2a^2 \sqrt{\pi}} \int_0^t \int_0^\infty \frac{1}{(t - \tau)^{1/2}} \exp \left\{ -\frac{(x - \xi)^2}{4a^2(t - \tau)} \right\} \tilde{f}(\xi, \tau) d\xi d\tau + \\
&\quad + \frac{1}{4a^3 \sqrt{\pi}} \int_0^t \int_0^x \frac{1}{(t - \tau)^{3/2}} \exp \left\{ -\frac{x^2}{4a^2(t - \tau)} \right\} \nu(\tau) d\tau + \\
&\quad + \frac{1}{2a^2 \sqrt{\pi}} \int_0^t \frac{1}{(t - \tau)^{1/2}} \exp \left\{ -\frac{(x - \gamma(\tau))^2}{4a^2(t - \tau)} \right\} \varphi(\tau) d\tau.
\end{align*}
\]

The function defined by equality (5) satisfies the equation (3) for any functions \( \nu(t) \) and \( \varphi(t) \), which are still unknown and are to be determined further.

Satisfying solution (5) with boundary conditions (4), we obtain the following integral equation:

\[
\varphi(t) + \int_0^t K_\gamma(t, \tau) \varphi(\tau) d\tau = F(t),
\]

kernel \( K_\gamma(t, \tau) \) of which can be represented as a sum:

\[
K_\gamma(t, \tau) = \sum_{i=1}^4 K^{(i)}(t, \tau),
\]
where:

\[ K_\gamma^{(1)} = \frac{1}{2a\sqrt{\pi}} \frac{\gamma(t) + \gamma(\tau)}{(t - \tau)^{3/2}} \exp \left\{ \frac{- (\gamma(t) + \gamma(\tau))^2}{4a^2(t - \tau)} \right\} ; \]

\[ K_\gamma^{(2)} = \frac{1}{2a\sqrt{\pi}} \frac{\gamma(t) - \gamma(\tau)}{(t - \tau)^{3/2}} \exp \left\{ \frac{- (\gamma(t) - \gamma(\tau))^2}{4a^2(t - \tau)} \right\} ; \]

\[ K_\gamma^{(3)} = \frac{1}{a\sqrt{\pi}} \frac{1 + \gamma(t)}{(t - \tau)^{1/2}} \exp \left\{ \frac{- (\gamma(t) + \gamma(\tau))^2}{4a^2(t - \tau)} \right\} ; \]

\[ K_\gamma^{(3)} = \frac{1}{a\sqrt{\pi}} \frac{1 + \gamma(t)}{(t - \tau)^{1/2}} \exp \left\{ \frac{- (\gamma(t) - \gamma(\tau))^2}{4a^2(t - \tau)} \right\} . \]

The free term of equation (6) has the following form:

\[
F(t) = \frac{a}{\sqrt{\pi}} \int_0^t \left[ \frac{1}{(t - \tau)^{3/2}} - \frac{\gamma^2(t)}{2a^2(t - \tau)^{3/2}} \right] \exp \left\{ \frac{- \gamma^2(t)}{4a^2(t - \tau)} \right\} v_0(\tau) d\tau + \\
\frac{1}{a\sqrt{\pi}} \int_t^\infty \frac{\gamma(t)}{(t - \tau)^{1/2}} \exp \left\{ \frac{- \gamma^2(t)}{4a^2(t - \tau)} \right\} v_0(\tau) d\tau + \frac{a}{\sqrt{\pi}} \int_0^\infty \frac{1}{(t - \tau)^{1/2}} \exp \left\{ \frac{- \gamma^2(t)}{4a^2(t - \tau)} \right\} \gamma(t) d\tau.
\]

We will find the solution of integral equation (6) in the class of functions:

\[ [\gamma(t)]^{\frac{1}{2} - 1} \varphi(t) \in L_\infty(0, \infty), \ \text{t.e.} \ \varphi(t) \in L_\infty \left(0, \infty; [\gamma(t)]^{\frac{1}{2} - 1}\right). \]

For convenience, we represent equation (6) as follows:

\[
\varphi_1(t) + \int_0^t \frac{\gamma(t)}{\gamma(\tau)} \frac{\gamma(t) - \gamma(\tau)}{\gamma(\tau)} K_\gamma(t, \tau) \varphi_1(\tau) d\tau = F_1(t), \tag{7}
\]

where

\[ \varphi_1(t) = t^{\frac{1}{2} - 1} \cdot \varphi(t), \ \ F_1(t) = t^{\frac{1}{2} - 1} \cdot F(t). \]

**Remark 2.** ([16], p.183) If the (particular) solution of the integral equation

\[ y(x) + \int_a^x K(x, t) y(t) dt = f(x) \]

is given by formula

\[ y(x) = f(x) + \int_a^x R(x, t) f(t) dt, \]

then the (particular) solution of the integral equation (with a modified kernel)

\[ y(x) + \int_a^x K(x, t) \frac{g(x)}{g(t)} y(t) dt = f(x) \]

is given by the formula

\[ y(x) = f(x) + \int_a^x R(x, t) \frac{g(x)}{g(t)} f(t) dt. \]

The same is true for the solutions of the corresponding homogeneous equations.

Such kind of the Volterra integral equations were considered in the papers [17, 18].

Note that a feature of integral equation (7) is the following property of the kernel \( K_\gamma(t, \tau) \):

\[ \lim_{t \to 0^+} \int_0^t K_\gamma(t, \tau) d\tau = 1. \]

In order to solve integral equation (7), consider the corresponding characteristic integral equation.
Characteristic integral equation. Estimates for kernels of integral operators

For integral equation (7) we will construct a characteristic equation

\[ \varphi(t) + \int_0^t \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{1}{2a} - 1} K_h(t, \tau) \varphi(\tau) d\tau = g(t), \tag{8} \]

where

\[ K_h(t, \tau) = \sum_{i=1}^4 K_h^{(i)}(t, \tau), \]

\[ K_h^{(1)}(t, \tau) = \frac{1}{2a \sqrt{\pi}} \cdot \frac{(2\omega - 1)^{\frac{3}{2}} \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{4}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{1}{2}} \cdot \exp \left\{ - \frac{(2\omega - 1) \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} + \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}}{4a^2 \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} - \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}} \right\}; \]

\[ K_h^{(2)}(t, \tau) = -\frac{1}{2a \sqrt{\pi}} \cdot \frac{(2\omega - 1)^{\frac{3}{2}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{4}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{1}{2}} \cdot \exp \left\{ - \frac{(2\omega - 1) \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} + \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}}{4a^2 \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} - \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}} \right\}; \]

\[ K_h^{(3)}(t, \tau) = -\frac{2}{2a \sqrt{\pi}} \cdot \frac{(2\omega - 1)^{\frac{3}{2}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{4}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{1}{2}} \cdot \exp \left\{ - \frac{(2\omega - 1) \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} + \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}}{4a^2 \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} - \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}} \right\}; \]

\[ K_h^{(4)}(t, \tau) = \frac{2}{a \sqrt{\pi}} \cdot \frac{(2\omega - 1)^{\frac{3}{2}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{4}} \cdot \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{1}{2}} \cdot \exp \left\{ - \frac{(2\omega - 1) \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} + \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}}{4a^2 \left( \frac{\gamma(t)}{\gamma(\tau)} \right)^{\frac{3a+1}{2}} - \left[ \frac{\gamma(t)}{\gamma(\tau)} \right]^{\frac{3a+1}{2}}} \right\}; \]

Next, we show that it is indeed characteristic equation for the equation (7). Firstly, we note that the kernel \( K_h(t, \tau) \) has the property:

\[ \lim_{t \to 0} \int_0^t K_h^{(1)}(t, \tau) d\tau = 1. \]

Equation (8), using the following change of variables:

\[ \gamma(t) = \left( \frac{1}{\omega - 1} \cdot t_1 \right)^{\frac{1}{2a}} \cdot \gamma(t) = \left( \frac{1}{\omega - 1} \cdot t_1 \right)^{\frac{1}{2a}}, \]

\[ \varphi \left( \left( \frac{1}{\omega - 1} \cdot t_1 \right)^{\frac{1}{2a}} \right) = \varphi_1(t_1), \quad g \left( \left( \frac{1}{\omega - 1} \cdot t_1 \right)^{\frac{1}{2a}} \right) = g_1(t_1), \]

reduces to the following integral equation [8]:

\[ \varphi_1(t_1) + \int_0^{t_1} \sqrt{\frac{1}{\tau_1}} K_1(t_1, \tau_1) \varphi_1(\tau_1) d\tau_1 = g_1(t_1). \tag{9} \]

The kernel \( K_1(t_1, \tau_1) \) has the form:

\[ K_1(t_1, \tau_1) = \sum_{i=1}^4 K_1^{(i)}(t_1, \tau_1), \]
where
\[
K_1^{(1)}(t_1, \tau_1) = \frac{1}{2a\sqrt{\pi}} \cdot \frac{t_1 + \tau_1}{(t_1 - \tau_1)^{3/2}} \cdot \exp \left\{ -\frac{(t_1 + \tau_1)^2}{4a^2(t_1 - \tau_1)} \right\};
\]
\[
K_1^{(2)}(t_1, \tau_1) = \frac{1}{2a\sqrt{\pi}} \cdot \frac{t_1 - \tau_1}{(t_1 - \tau_1)^{3/2}} \cdot \exp \left\{ -\frac{(t_1 - \tau_1)^2}{4a^2(t_1 - \tau_1)} \right\};
\]
\[
K_1^{(3)}(t_1, \tau_1) = \frac{2}{a\sqrt{\pi}} \cdot \frac{1}{(t_1 - \tau_1)^{1/2}} \cdot \exp \left\{ -\frac{(t_1 + \tau_1)^2}{4a^2(t_1 - \tau_1)} \right\};
\]
\[
K_1^{(4)}(t_1, \tau_1) = \frac{2}{a\sqrt{\pi}} \cdot \frac{1}{(t_1 - \tau_1)^{1/2}} \cdot \exp \left\{ -\frac{(t_1 - \tau_1)^2}{4a^2(t_1 - \tau_1)} \right\};
\]

Solution of integral equation (9) has the form [8]:
\[
\varphi(t_1) = g(t_1) + \int_0^t \int_0^{t_1} \frac{g(t_1)}{\sqrt{t_1}} \cdot R(t_1, \tau_1) \cdot g(t_1) \cdot d\tau_1 + C \cdot \varphi_{\text{hom}}(t_1), \tag{10}
\]
which also belongs to the class \(L_{\infty}(R_+; \sqrt{t_1} \exp \left\{ \frac{d_1}{\sqrt{t_1}} \right\})\).

Moreover, the following Lemma holds for the resolvent [8].

**Lemma 1.** The resolvent \(R(t_1, \tau_1)\) admits an estimate
\[
|R(t_1, \tau_1)| \leq C_1 \frac{\tau_1}{(t_1 - \tau_1)^{3/2}} \exp \left\{ -\frac{t_1 \tau_1}{a^2(t_1 - \tau_1)} \right\}, 0 < \tau_1 < t_1 < +\infty.
\]

**Solution of characteristic integral equation (8)**

Returning to the old variables, in equality (10), we obtain the solution of characteristic equation (8):
\[
\varphi(t) = g(t) + \int_0^t \left( \frac{1}{\gamma} \right)^{3/2} - 1 \cdot R_h(t, \tau) \cdot g(t) \cdot d\tau + C \cdot \varphi_{\text{hom}} \left( \frac{2\omega - 1}{2\omega - 1} \right) \cdot \left( \frac{2\omega - 1}{\omega} - \frac{1}{\omega} \right) \cdot \left( \frac{2\omega - 1}{\omega} - \frac{1}{\omega} \right) \cdot \left( \frac{2\omega - 1}{\omega} - \frac{1}{\omega} \right),
\]
and the resolvent \(R_h(t, \tau)\) satisfies the estimate
\[
R_h(t, \tau) \leq C_1(\omega) \cdot \frac{\left[ \gamma(t) \right]^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega}} \cdot \left[ \gamma(\tau) \right]^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega}} \cdot \exp \left\{ -\frac{(2\omega - 1) \cdot \left[ \gamma(t) \right]^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega}} \cdot \left[ \gamma(\tau) \right]^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega}} \right\}}{a^2 \gamma(t)^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega} - \frac{1}{\omega}} \gamma(\tau)^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega} - \frac{1}{\omega}} \gamma(\tau)^{\frac{2\omega - 1}{\omega} - \frac{1}{\omega}}}. \tag{11}
\]

**Theorem 1.** For any right side \(g(t) \in L_{\infty}(R; [\gamma(t)]^{\frac{3}{2\omega - 1}})\) integral equation (8) has a general solution \(\varphi(t) \in L_{\infty}(R; [\gamma(t)]^{\frac{3}{2\omega - 1}})\):
\[
\varphi(t) = g(t) + \int_0^t \left( \frac{1}{\gamma(t)} \right)^{3/2} - 1 \cdot R_h(t, \tau) \cdot g(t) \cdot d\tau + C \cdot \varphi_{\text{hom}} \left( \frac{2\omega - 1}{2\omega - 1} \right) \cdot \left( \frac{2\omega - 1}{\omega} - \frac{1}{\omega} \right) \cdot \left( \frac{2\omega - 1}{\omega} - \frac{1}{\omega} \right),
\]
where \(\varphi_{\text{hom}}(t)\) is the solution of the homogeneous equation, and for the resolvent \(R_h(t, \tau)\) we have estimate (11).

**Solution of integral equation (7). (Regularization method for solving the characteristic equation)**

Using Remark 2, we consider equation (6), which we represent as:
\[
\varphi(t) + \int_0^t K_h(t, \tau) \varphi(\tau) \, d\tau = \int_0^t [K_h(t, \tau) - K(\gamma(t, \tau))] \varphi(\tau) \, d\tau + F(t). \tag{12}
\]
Assuming the right-hand side of equation (12) is temporarily known, we write its solution as:

$$
\varphi(t) = \int_0^t [K_h(t, \tau) - K_\gamma(t, \tau)] \varphi(\tau) d\tau + \int_0^t R_h(t, \tau) \left\{ \int_0^\tau [K_h(\tau, \tau_1) - K_\gamma(\tau, \tau_1)] \varphi(\tau_1) d\tau_1 \right\} d\tau +
+ F(t) + \int_0^t R_h(t, \tau) \cdot F(\tau) d\tau + C_0 \cdot \varphi_{\text{hom}} ((2\omega - 1) \cdot t^{2\omega - 1}) .
$$

In the iterated integral, we change the order of integration and change the roles of the variables $\tau$ and $\tau_1$, then we obtain

$$
\varphi(t) + \int_0^t \tilde{\tilde{K}}(t, \tau) \cdot \varphi(\tau) d\tau = C_0 \cdot \varphi_{\text{hom}} ((2\omega - 1) \cdot t^{2\omega - 1}) + \tilde{F}(t) \tag{13}
$$

The kernel $\tilde{\tilde{K}}(t, \tau)$ has the form:

$$
\tilde{\tilde{K}}(t, \tau) = \tilde{K}(t, \tau) + \tilde{K}(t, \tau)
$$

where

$$
\tilde{K}(t, \tau) = K_h(t, \tau) - K_\gamma(t, \tau), \quad \tilde{K}(t, \tau) = \int_{\tau_1}^t R(t, \tau_1) [K_h(\tau_1, \tau) - K_\gamma(\tau_1, \tau)] d\tau_1 .
$$

Let’s introduce the following notations:

$$
K_h^{(i)}(t, \tau) = P_h^{(i)} \exp \left\{ -Q_h^{(i)} \right\}; \quad K_\gamma^{(i)}(t, \tau) = P_\gamma^{(i)} \exp \left\{ -Q_\gamma^{(i)} \right\}, \quad i = 1, 2, 3, 4 ,
$$

where

$$
P_h^{(1)}(t, \tau) = \frac{1}{2a\sqrt{\pi}} \cdot \frac{(2\omega - 1)\frac{3}{2} \left( \left[ \gamma(t) \right] \frac{2\omega + 1}{2} - \left[ \gamma(t) \right] \frac{2\omega - 3}{2} + \left[ \gamma(t) \right] \frac{4\omega - 3}{4} \right) \left\{ [\gamma(t)]^\frac{3}{2} \right\}^2 }{ \left( \left[ \gamma(t) \right] \frac{2\omega - 1}{2} - \left[ \gamma(t) \right] \frac{2\omega + 1}{2} \right) \frac{2}{2} } ,
$$

$$
Q_h^{(1)}(t, \tau) = \frac{(2\omega - 1) \left[ \gamma(t) \right] \frac{2\omega - 1}{2} + \left[ \gamma(t) \right] \frac{2\omega + 1}{2} )^2 }{ 4a^2 \left( \left[ \gamma(t) \right] \frac{2\omega - 1}{2} - \left[ \gamma(t) \right] \frac{2\omega + 1}{2} \right) } ,
$$

$$
P_\gamma^{(1)}(t, \tau) = \frac{1}{2a\sqrt{\pi}} \cdot \gamma(t) + \gamma(\tau) \left( t - \tau \right)^2 , \quad Q_\gamma^{(1)}(t, \tau) = \frac{\gamma(t) + \gamma(\tau)}{4a^2 (t - \tau)} .
$$

Now we prove the following theorem.

**Theorem 2.** If function $\gamma(t) = \left[ t(1 + a_0(t)) \right]^\beta$, where $a_0(t) = t^\beta \sigma(t)$, $\beta > 0$, and function $\sigma(t)$ is twice continuously differentiable for $0 < t < \infty$, and $|\sigma(t)| \leq C$, $\sigma(t) \neq 0$, then we have an estimate:

$$
|K_\gamma(t, \tau) - K_h(t, \tau)| \leq C(\omega) \frac{t^{\omega - 1}}{\sqrt{t - \tau}} \times [\exp(-Q_\gamma(t, \tau)/2) + \exp(-Q_h(t, \tau)/2)] \tag{14}
$$

and the limit relation:

$$
\lim_{t \to +0} \int_0^t [K_\gamma(t, \tau) - K_h(t, \tau)] d\tau = 0 \tag{15}
$$

holds.

Note that estimate (14) is obvious for the terms

$$
\left| K_h^{(i)}(t, \tau) - K_\gamma^{(i)}(t, \tau) \right| \quad \text{for} \quad i = 2, 3, 4 .
$$

Now we prove the estimate (14) for $i = 1$. 
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Lemma 2. If $\alpha_0(t)$ is monotonically increasing function, then the inequalities:

$$2\omega - 1 \leq \frac{[t(1 + \alpha_0(t))]^{2\omega-1} - [\tau(1 + \alpha_0(\tau))]^{2\omega-1}}{[t(1 + \alpha_0(t))])^{2\omega-2}(1 + \alpha_0(t_1) + t_1\alpha'_0(t_1))}(t - \tau) \leq 1$$

for \( \frac{1}{2} < \omega < 1 \),

$$1 \leq \frac{[t(1 + \alpha_0(t))]^{2\omega-1} - [\tau(1 + \alpha_0(\tau))]^{2\omega-1}}{[t(1 + \alpha_0(t))]^{2\omega-2}(1 + \alpha_0(t_1) + t_1\alpha'_0(t_1))}(t - \tau) \leq 2\omega - 1$$

for \( \omega \geq 1 \),

hold, where \( t_1 = \tau + \theta_1(t - \tau), \ 0 < \theta_1 < 1 \).

Proof of the Lemma 2. It’s obvious that [20; 456]:

$$2\omega - 1 \leq \frac{1 - \frac{2\omega}{1 - \omega}}{1 - \omega} \leq 1, \text{ if } \frac{1}{2} < \omega < 1, \ 0 \leq x \leq 1;$$

$$1 \leq \frac{1 - \frac{2\omega}{1 - \omega}}{1 - \omega} \leq 2\omega - 1, \text{ if } \omega \geq 1, \ 0 \leq x \leq 1.$$

Let \( \omega \geq 1 \), then for \( 0 \leq \tau \leq t \) we get

$$[t(1 + \alpha_0(t))]^{2\omega-2}(t - \tau + t\alpha_0(t) - \tau\alpha_0(\tau)) \leq [t(1 + \alpha_0(t))]^{2\omega-1} - [\tau(1 + \alpha_0(\tau))]^{2\omega-1} \leq$$

$$\leq (2\omega - 1)[t(1 + \alpha_0(t))]^{2\omega-2}(t - \tau + t\alpha_0(t) - \tau\alpha_0(\tau)).$$

Using Lagrange’s interpolation formula, we have

$$t\alpha_0(t) - \tau\alpha_0(\tau) = (\alpha_0(t_1) + t_1\alpha'_0(t_1))(t - \tau),$$

where \( t_1 = \tau + \theta_1(t - \tau), 0 < \theta_1 < 1 \).

The proof is analogously for the case \( \frac{1}{2} < \omega < 1 \).

The following lemmas are proved in a similar way.

Lemma 3. If the function \( \gamma(t) = [t(1 + \alpha_0(t))]^{-\omega}, \) where \( \alpha_0(t) = t^\beta \sigma(t), \beta > 0 \) and the function \( \alpha_0(t) \) increases monotonically for \( 0 < t < \infty, \) and \( |\sigma(t)| \leq C, \) then estimate:

$$\left| P^{(1)}_h(t, \tau) - P^{(1)}_\gamma(t, \tau) \right| \leq C_2(\omega) \cdot \frac{t^{\omega + \beta}}{(t - \tau)^{\frac{3}{2}}}$$

holds.

Lemma 4. Under the conditions of Lemma 3, estimate:

$$\left| Q^{(1)}_h(t, \tau) - Q^{(1)}_\gamma(t, \tau) \right| \leq M_1 t^{\omega + \beta\frac{1}{2}} + M_2 t^{\omega - 1}$$

holds.

Proof of the Theorem 2. First, we establish the following inequality:

$$P_2(t, \tau) = \frac{[t(1 + \alpha_0(t))]^{\omega}}{2\sqrt{\pi}(t - \tau)^{3/2}} \leq M_3(\omega) \cdot \frac{t^{\omega}}{(t - \tau)^{3/2}}.$$

For those values of parameter \( \omega, 0 < \tau < t < \infty, \) for which \( |Q^{(1)}_h(t, \tau) - Q^{(1)}_\gamma(t, \tau)| > 0, \) the required estimate follows from the following inequalities:

$$\left| K^{(1)}_h(t, \tau) - K^{(1)}_\gamma(t, \tau) \right| \leq \left| (P^{(1)}_h(t, \tau) - P^{(1)}_\gamma(t, \tau)) \exp \{-Q^{(1)}_h(t, \tau)\} \right| +$$

$$+ \left| P^{(1)}_h(t, \tau) \exp \{-Q^{(1)}_h(t, \tau)\} \left(1 - \exp \{-Q^{(1)}_\gamma(t, \tau) + Q^{(1)}_\gamma(t, \tau)\}\right) \right| \leq$$

$$\leq \left| P^{(1)}_h(t, \tau) - P^{(1)}_\gamma(t, \tau) \right| \exp \{-Q^{(1)}_h(t, \tau)\} + \left| P^{(1)}_\gamma(t, \tau) (Q^{(1)}_h(t, \tau) - Q^{(1)}_\gamma(t, \tau)) \exp \{-Q^{(1)}_\gamma(t, \tau)\} \right|.$$
singularity, i.e. we have an estimate: 

\[ \frac{t^{\omega-1}}{(t-\tau)^{3/2}} \left( M \frac{t^{\beta+1}}{t-\tau} + \tilde{M}_1 \frac{t^{2\omega+\beta+1}}{(t-\tau)^2} + \tilde{M}_2 \frac{t^{2\omega}}{t-\tau} \right) \cdot e^{-Q_h} \leq \]

\[ \leq \frac{t^{\omega-1}}{\sqrt{t-\tau}} \left( \frac{t}{t-\tau} \cdot e^{-Q_h} \cdot M t^{\beta} + \frac{t^2}{(t-\tau)^2} e^{-Q_h} \cdot \tilde{M}_1 t^{2\omega+\beta+1} + \right. \]

\[ \left. + \frac{t}{t-\tau} e^{-Q_h} \cdot \tilde{M}_2 t^{2\omega-1} \right) e^{-Q_h} \leq C(\omega) \left[ \frac{\alpha(t)}{\alpha(\tau)} \right]^{1/2} \cdot \frac{t^{\omega-1}}{\sqrt{t-\tau}} e^{-Q_h}. \]

If the values of the parameter \( \omega \) and \( 0 < \tau < t < \infty \) are such that the difference \( Q_{\omega}(t, \tau) - Q_h(t, \tau) < 0 \), then it is enough in the same inequalities to interchange the functions \( Q_{\omega}(t, \tau) \) and \( Q_h(t, \tau) \), \( P_{\omega}(t, \tau) \) and \( P_h(t, \tau) \) accordingly.

The validity of inequality (14) shows that the difference \( K_{\gamma}(t, \tau)\) - \( K_h(t, \tau) \) has a weak singularity and the limit relation (15) holds.

\[ \lim_{t \to +\infty} \int_0^t \frac{t^{\omega-1}}{\sqrt{t-\tau}} [\exp(-Q_h(t, \tau)/2) + \exp(-Q_{\omega}(t, \tau)/2)] \, d\tau = 0. \]

Consequently, equation (8) is indeed characteristic equation for equation (7). Theorem 2 is proved.

In order to obtain estimates for \( \tilde{K}(t, \tau) \), and at the same time for \( \tilde{K}(t, \tau) \) estimate for the resolvent, we represent in the form:

\[ \left| R \left\{ \frac{1}{2\omega-1} \left( \frac{\alpha(t)}{\alpha(\tau)} \right)^{1/2} \cdot t^{\omega-1} \right\} \right| \leq \tilde{M}_2 t^{\beta/2} \eta^{\frac{3(2\omega-1)}{2}} \exp \left( -C_2(\omega) \frac{t^\omega}{t-\eta} \right). \]  

(16)

Here \( C_j(\omega), \tilde{M}_j(\omega), j = 1, 2 \) are constants depending only on \( \omega \).

Using estimates (14) and (16), we obtain the following theorem:

**Theorem 3.** If function \( \gamma(t) = \left[ t(1 + \alpha(t)) \right]^\omega \), where \( \alpha(t) = t^\beta \sigma(t) \), \( \beta > 0 \), and the function \( \sigma(t) \) is twice continuously differentiable for \( 0 < t < \infty \), and \( |\sigma(t)| \leq C, \sigma(t) \neq 0 \), then the kernel \( \tilde{K}(t, \tau) \) has a weak singularity, i.e. we have an estimate:

\[ \left| \tilde{K}(t, \tau) \right| \leq \frac{t^{\omega-1}}{\sqrt{\tau^2 - \omega^2} \omega} \cdot 0 \leq \frac{t^{\omega}}{\frac{1}{2} \cdot 0} \cdot 0 < \tau < t < \infty, \]  

(17)

which means that integral equation (7) for any \( f(t), \gamma(t) \) \( \frac{t^{\omega}}{\sqrt{\tau}} \cdot f(t) \in L_\infty(R_+) \) has a unique nonzero solution:

\[ \varphi(t) \in L_\infty(R_+; \gamma(t)^{3/2(\omega-1)}). \]

**Proof.** Since \( \tilde{K}(t, \tau) = \tilde{K}(t, \tau) + \tilde{K}(t, \tau) \), then estimate (17) follows from (14), estimates for resolvent (16) and below relations. Using the following double inequality [19; 55]:

\[ C_1 t^{\rho-1} (t-\tau) \leq t^\rho - \tau^\rho \leq C_2 t^{\rho-1} (t-\tau), \]  

gде \( C_1 = \min \{1, \rho\}, C_2 = \max \{1, \rho\} \),

first we get (\( \rho = 2\omega - 1 \)):

\[ \tilde{K}(t, \tau) \leq M_2(\omega) \int_\tau^t \eta^{-1} \left( \frac{\eta}{\tau} \right)^{1-\gamma/2} \frac{\eta^\omega}{\sqrt{\eta - \tau}} \cdot \frac{\eta^{\rho-1}}{(t-\eta)^{3/2}} \exp \left( -(C_2(\omega) \frac{t^\omega}{t-\eta}) \right) \, d\eta \leq I_2(t, \tau). \]

We represent the function \( I_2 \) as a sum of two terms:

\[ I_2(t, \tau) = I_{21}(t, \tau) + I_{22}(t, \tau), \]

for each of which we will have:

\[ \leq \frac{1}{\sqrt{t-\tau}} \left[ C_1(\omega) + C_2(\omega) (t/\tau)^\rho \cdot \ln |t/\tau| \cdot (t/\tau)^\rho \right] = \frac{1}{\sqrt{t-\tau}} \left[ C_1(\omega) + C_3(\omega) (t/\tau)^\rho \right]. \]
obtained inequalities imply the required estimate (17). This completes the proof of the Theorem.

Remark 3. From relation (13) it follows that homogeneous equation

\[
\varphi(t) - \int_0^t K_\omega(t, \tau) \mu(\tau) d\tau = 0, \quad t \in R_+,
\]

is equivalent to the nonhomogeneous equation:

\[
\varphi(t) + \int_0^t K(t, \tau) \varphi(\tau) d\tau = C_0 \cdot \varphi_{\text{hom}} ((2\omega - 1) \cdot t^{2\omega - 1}).
\]

Study of the boundary value problem

A solution of the original boundary value problem (1)–(2) have the form:

\[
u(x, t) = \int_0^x v(\xi, t) d\xi,
\]

where \(v(x, t) = v_{\text{hom}}(x, t) + v_{\text{part}}(x, t)\), and

\[
v_{\text{hom}}(x, t) = \frac{1}{2a\sqrt{\pi}} \int_0^t 1 \left( \frac{1}{(t - \tau)^{1/2}} \right) \left[ - \exp \left\{ - (x + \gamma(\tau))^2 \right\} + \exp \left\{ - (x - \gamma(\tau))^2 \right\} \right] \cdot \varphi(\tau) d\tau \tag{19}
\]

\[
v_{\text{part}}(x, t) = \frac{1}{2a\sqrt{\pi}} \int_0^t 1 \left( \frac{1}{(t - \tau)^{1/2}} \right) \left[ - \exp \left\{ - (x + \gamma(\tau))^2 \right\} + \exp \left\{ - (x - \gamma(\tau))^2 \right\} \right] \cdot \varphi_{\text{part}}(\tau) d\tau +
\]

\[
+ \frac{1}{2a\sqrt{\pi}} \int_0^t 1 \left( \frac{1}{(t - \tau)^{1/2}} \right) \left[ - \exp \left\{ - (x + \xi)^2 \right\} + \exp \left\{ - (x - \xi)^2 \right\} \right] \cdot \tilde{f}(\xi, \tau) d\xi d\tau +
\]

\[
+ \frac{1}{2a\sqrt{\pi}} \int_0^t 1 \left( \frac{1}{(t - \tau)^{1/2}} \right) \exp \left\{ - \frac{x^2}{4a^2(t - \tau)} \right\} v_0(\tau) d\tau,
\]

where the functions \((\gamma(t))^2 \cdot \varphi(t)\) and \((\gamma(t))^2 \cdot \tilde{f}(x, t)\) are bounded and continuous functions on \(R_+\) and \(Q\), respectively.

From (18)–(20) we obtain the following estimates:

\[
u_{\text{hom}}(x, t) \leq a\sqrt{\pi} \left\{ -2 \text{erf} \left( \frac{x}{2a\sqrt{2\omega - 1} \cdot \gamma(t)} \right) +
\right.
\]

\[
\left. - \frac{1}{2a\sqrt{2\omega - 1} \cdot \gamma(t)} \right\}.
\]
For any right side \( f(t) \in L_\infty(R_+; [\gamma(t)]^{3/2 - \omega} \exp \{\gamma(t)/(4a^2)\}) \) and for given functions \( f(x,t) \in W^1_\infty(G; [\gamma(t)]^{3/2 - \omega} \exp \{[\gamma(t)]^{2\omega-1}/(4a^2)\}) \), \( u_0(t) \in L_\infty(R_+; [\gamma(t)]^{-3/2 - \omega}) \); \( u_1(t) \in L_\infty(R_+; [\gamma(t)]^{3/2 - \omega}) \) boundary value problem (1)–(2) has a general solution \( u(x,t) \in L_\infty(G; (x + [\gamma(t)]^{3/2 - \omega})^{-1}) \), which is determined from formula (18)–(20).
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Шекарасы $x = \gamma(t)$ заңдылығымен қозғалатын Солонников-Фазан есебінің шешімі туралу

Жұмыста бастықы мезетте жылжылып, басқарадың болып шешілген. Мунда, шекарасы ұқығық байланысты $x = \gamma(t)$ заңдылығымен енгереді. Карашылықтары отырып есен жылжылыны саған потенциалдыны комегімен псеудо-волтерралық интегралдық тәсілдеріне қеліңділіді. Ал интегралдық оператордың нормасының бірін тен болуының ерекшелігі болып табылады. Сондықтан қазақ тілінің бірінші құралдарын құрастыру керек.

Kіlт sәzәr: жылжылғы кітіп тік тәсілде, жылжылдық шекара, жойылып бөліс, псеудо-волтерралық интегралдық тәсіл.
К решению задачи Солонникова-Фазано при движении границы по произвольному закону $x = \gamma(t)$

В работе исследованы вопросы разрешимости граничной задачи для уравнения теплопроводности в области, которая вырождается в точку в начальный момент времени. При этом изменяющаяся со временем граница движется по произвольному закону $x = \gamma(t)$. С помощью обобщенных тепловых потенциалов исследуемая задача редуцируется к псевдо-вольтерровому интегральному уравнению, особенность которого заключается в том, что норма интегрального оператора равна единице. Показано, что соответствующее однородное интегральное уравнение имеет ненулевое решение.

Ключевые слова: уравнение теплопроводности, подвижная граница, вырождающаяся область, псевдо-вольтерровое интегральное уравнение.
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Approximate Solution of Volterra Integro-Fractional Differential Equations Using Quadratic Spline Function

In this paper, we suggest two new methods for approximating the solution to the Volterra integro-fractional differential equation (VIFDE’s), based on the normal quadratic spline function and the second method used the Richardson Extrapolation technique the usage of discrete collocation points. The fractional derivatives are regarded in the Caputo perception. A new theorem for the Richardson Extrapolation points for using the finite difference approximation of Caputo derivative is introduced with their proof. New techniques using the first derivative at the initial point such that obtained by follow two cases the first using trapezoidal rule and the second using the first step of linear spline function using the Richardson Extrapolation method. Specifically, the program is given in examples analysis in Matlab (R2018b). Numerical examples are available to illuminate the productivity and trustworthiness of the methods, as well as, follow the Clenshaw Curtis rule for calculating the required integrals for those equations.

Keywords: Integro-fractional differential equation, Caputo derivative, Quadratic spline, Extrapolation method, Clenshaw.

1 Introduction

In this research we will improve a proximity based on the quadratic spline to attain the numerical solution of the following Volterra integro-fractional differential equation (VIFDE’s) of the second kind of the form:

\[ C_a^D_t^\alpha u(t) + \sum_{i=1}^{n-1} \mathcal{P}_i(t) C_a^D_t^{\alpha(i-1)} u(t) + \mathcal{P}_n(t) u(t) = f(t) + \sum_{\ell=0}^{m} \lambda_\ell \int_a^t \mathcal{K}_\ell(t,s) C_a^D_t^{\beta_\ell-1} u(s) ds, \quad t \in [a,b] \]  

(1)

Subject to

\[ [u(t)]_{t=a} = u_a, \]  

(2)

where \(\alpha_n > \alpha_{n-1} > \cdots > \alpha_1 > \alpha_0 = 0\) and \(\beta_m > \beta_{m-1} > \cdots > \beta_1 > \beta_0 = 0\)

\[ 0 < \alpha_i, \beta_i \leq 1. \]

Connected with \(N\)-condition; \(N = \max\{n_i, m_i\ \text{for all } i\ \text{and } j\}, \) where \(\alpha_i, \beta_j \in \mathbb{R}^+, n_i - 1 < \alpha_i \leq n_i\) and \(m_j - 1 < \beta_j \leq m_j, \) \(n_i = [\alpha_i]\) and \(m_j = [\beta_j]\) for all \(i = 1, 2, \ldots, n\) and \(j = 1, 2, \ldots, m\), \(u(t)\) is the unknown function and \(\mathcal{K} : S \times \mathbb{R} \to \mathbb{R}\) (with \(S = \{(t,s) : a \leq s \leq t \leq b\}\)) denote a given functions, \(f(t), \mathcal{P}_i(t)\); \((i = 0, 1, 2, \ldots, n)\) are given continuous real valued function on \(I\), and \(\lambda_\ell\) is a scalar parameter.

In Eqn. (1), \(C_a^D_t^\alpha\) and \(C_a^D_t^\beta\) denotes fractional differential operator where \(n - 1 < \alpha, \beta < n \in \mathbb{N}\) in the sense of Caputo and is given by

\[ C_a^D_t^\alpha u(t) = \begin{cases} \Gamma(n-\alpha) \int_a^t \frac{u^{(n)}(s)}{(t-s)^{\alpha+1-n}} ds & n-1 < \alpha < n \in \mathbb{N} \\ \frac{d^n}{dt^n} u(t) & \alpha = n \in \mathbb{N} \end{cases} \]

*Corresponding author.
E-mail: karwan.jwamer@univsul.edu.iq
Properties of the operator $C^\alpha_a D^\alpha_i$ can be found in [1–5], we mention the following
\begin{enumerate}
  \item $C^\alpha_a D^\alpha_i(t-a)^p = \begin{cases} 0 & \text{if } p \in \{0,1,2,\ldots,n-1\} \\
  \frac{\Gamma(p+1)}{\Gamma(p-\alpha+1)}(t-a)^{p-\alpha} & \text{if } p \in \mathbb{N} \text{ and } p \geq n \text{ or } p \notin \mathbb{N} \text{ and } p > n - 1 \end{cases}$
  \item Let $n - 1 < \alpha < n$, $n \in \mathbb{N}$ and $\alpha, A \in \mathbb{R}$ and functions $u(t) = A$ is constant function such that $C^\alpha_a D^\alpha_i u(t) = 0$
  \item If $0 < \alpha \leq 1$, $t_r \in \mathbb{R}$ and $m \in \mathbb{N}^+$ and for any arbitrary $t_r \geq a = t_0$. Then, for all $a \leq t \leq b$ [6].
\end{enumerate}
\[
C^\alpha_a D^\alpha_i (t-t_r)^m = \sum_{i=0}^{m-1} \frac{(-1)^i \Gamma(m+1)(t-a)^{m-i}}{i! \Gamma(m+1-i-a)} \left( \frac{t_r-a}{t-a} \right)^i
\]
where $[\alpha]$ denote the smallest integer greater than or equal to $\alpha$. In the present research.
Several methods have been introduced in the literature for the numerical approaches to IFDE's have been recently studied by numerous authors [7–11].
This work is organized as follows: we start by an introduction then focus the fractional differential operator Caputo sense. Preliminaries and discussing numerical methods, quadratic spline function is defined, devoted to applying the integro-fractional differential, and explains some of the theorems that are needed for this work described in section two. Section three the proposed method is applied to two examples. Also a conclusion is given in section five.

2 Preliminaries

In this section, we will introduce and study the concepts such that we divided into two subsections.

Definition 1. Cleushaw and Curtis (1960) defined a procedure for evaluating a definite integral by expanding the integrand in the finite Chebyshev series and adding the terms in the series one by one the technique is very effective especially for integral equations [12] as follows.

\[
\int_{-1}^{1} f(x)dx = \sum_{\substack{r=0 \text{ even} \\atop r=0}}^{N} \frac{2}{N} \sum_{k=0}^{N} \cos \left( \frac{r\pi}{N} k \right) f \left( \cos \left( \frac{k\pi}{N} \right) \right) \quad k = 0, 1, \ldots, N.
\]

Remark 1.
\begin{enumerate}
  \item The notation $\sum''$ means the first and last terms are to be halved before summing.
  \item The transformation $x = \frac{a + b}{2} y + \frac{b - a}{2} y$, converting interval $[a, b]$ into $[-1, 1]$.
\end{enumerate}

Definition 2. [13] Richardson’s extrapolation is used to create high-accuracy result using low-order formulas.

\[
T^{(m)}_{i+1} = T^{(m-1)}_{i+1} + \frac{T^{(m-1)}_{i+1} - T^{(m-1)}_i}{(h_i/h_{i+m}) - 1}.
\]

$i = 1, 2, \ldots, m$ and $m = 1, 2, \ldots, k - 1$. Where $T^{(m)}_i$ is an approximate value. Richardson extrapolation using step sizes of $h_i$, $h_{i+1}$, \ldots, $h_{i+m}$, and $0 < m < k - 1$.

Remark 2. The sequence $\{h_i\}$ usually is of the form

\[
\left\{ h_0, \frac{h_0}{2}, \frac{h_0}{4}, \frac{h_0}{8}, \frac{h_0}{16}, \ldots \right\}, \left\{ h_0, \frac{h_0}{2}, \frac{h_0}{3}, \frac{h_0}{4}, \frac{h_0}{5}, \ldots \right\} \text{ and } \left\{ h_0, \frac{h_0}{2}, \frac{h_0}{3}, \frac{h_0}{4}, \frac{h_0}{6}, \frac{h_0}{8}, \frac{h_0}{12}, \ldots \right\}
\]

In this paper we will consider the sequence $\{h_i\}$ as the form

\[
\left\{ h_0, \frac{h_0}{2}, \frac{h_0}{4}, \frac{h_0}{8}, \frac{h_0}{16}, \ldots \right\}.
\]
2.1 Quadratic Classic Spline \( Q(t) \): [14]

A function \( Q(t) \) is a piecewise spline of degree two can be written as:

\[
Q(t) = \begin{cases} 
Q_0(t) & t \in [t_0, t_1] \\
Q_1(t) & t \in [t_1, t_2] \\
\vdots & \vdots \\
Q_{N-1}(t) & t \in [t_{N-1}, t_N]
\end{cases}
\]

A quadratic spline consisting of \( N \) separate pieces of quadratic functions of the form

\[ Q_r(t) = a_r t^2 + b_r t + c_r, \quad t \in [t_r, t_{r+1}], \forall r = 0, 1, \ldots, N - 1. \]

In addition \( Q(t) \) satisfy the following conditions:
1. The domain of \( Q \) is an interval \([a, b]\).
2. \( Q \) and \( Q' \) are continuous on \([a, b]\).
3. There are points \( t_r \) such that \( a = t_0 < t_1 < \cdots < t_N = b \) and \( Q \) is a polynomial of degree two on each subinterval \([t_r, t_{r+1}]\).
4. A quadratic spline is a continuously differentiable piecewise quadratic function.
5. A quadratic spline is a linear combination of basic functions \( 1, t, t^2 \). The smoothness condition is stronger than that for the first-degree spline.
6. The interpolating condition \( Q_r(t_r) = Q_r \) and \( Q_r(t_{r+1}) = Q_{r+1} \).

We drive the equation for interpolating quadratic spline \( Q(t) \), after some manipulation we obtain,

\[
Q(t) = \left(1 - \left(\frac{t - t_r}{h}\right)^2\right)Q_r + \left(\frac{t - t_r}{h}\right)^2Q_{r+1} + \frac{(t - t_r)(t_{r+1} - t)}{h}Q'_r, \tag{3}
\]

Where \( Q_r(t_r) = Q_r, \quad Q_{r+1} = Q_r(t_{r+1}), \quad Q_r(t_r) = m_r, \quad Q'_r = Q'_r(t_r) \) and \( t_{r+1} - t_r = h \) for \( r = 0, 1, \ldots, N - 1 \).

We require from the continuously differentiable condition of quadratic spline function i.e. \( Q'_r(t_{r+1}) = Q'_{r+1} \), differentiating Eqn.(3) with respect to \( t \) we get

\[
Q'_r(t) = -\frac{2(t - t_r)}{h^2}Q_r(t_r) + \frac{2(t - t_r)}{h^2}Q_r(t_{r+1}) + \frac{(t_{r+1} - t) - (t - t_r)}{h}Q'_r(t_r),
\]

Putting \( t = t_{r+1} \), we obtain

\[ Q'_r(t_{r+1}) = -Q'_r(t_r) + 2 \left( \frac{Q_r(t_{r+1}) - Q_r(t_r)}{h} \right) \]

\[ Q'_{r+1} = -Q'_r + 2 \left( \frac{Q_{r+1} - Q_r}{h} \right), \quad r = 1, 2, \ldots, N. \]

2.2 Fractional Derivative of Spline Functions

In this section, we discuss the way of obtaining fractional derivative for all the quadratic spline. So that, here we apply Caputo properties to accomplish.

**Lemma 1.** The fractional derivative of quadratic spline of order \( \alpha \) with respect to \( t \) as:

\[
\frac{D^\alpha}{D^\alpha a} Q(t) = \frac{(t - a)^{1-\alpha}}{h^{\Gamma(3-\alpha)}} \left[ -\frac{1}{h} (2(t - a) - 2(2 - \alpha)(t_r - a))Q_r + \frac{1}{h} (2(t - a) - 2(2 - \alpha)(t_r - a))Q_{r+1} \\
+ [(t_{r+1} + t_r - 2a)(2 - \alpha) - 2(t - a)]Q'_r \right], \quad \text{where } 0 < \alpha \leq 1.
\]

**Proof.** Quadratic spline function \( Q(t) \) in the interval \([t_r, t_{r+1}]\) give the formula in Eqn.(3)

\[
Q(t) = A_r(t)Q_r + B_r(t)Q_{r+1} + B_r(t)Q'_r,
\]

where:

\[
A_r(t) = 1 - \left(\frac{t - t_r}{h}\right)^2, \quad B_r(t) = 1 - A_r(t) = \left(\frac{t - t_r}{h}\right)^2,
\]
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Through calculation, you can get

\[ C_r(t) = \frac{(t-t_r)(t_{r+1}-t)}{h}, \quad \forall r = 0, 1, \ldots, N-1. \]

\[
\frac{C}{\alpha}D_t^\alpha Q(t) = Q_r \frac{C}{\alpha}D_t^\alpha \left[ 1 - \left( \frac{t-t_r}{h} \right)^2 \right] + Q_{r+1} \frac{C}{\alpha}D_t^\alpha \left( \frac{t-t_r}{h} \right)^2 + Q_r \frac{C}{\alpha}D_t^\alpha \left( \frac{t-t_r}{h} \right) \left( t_{r+1}-t \right)
\]

Using the definition of the Caputo fractional derivative in the from (1)-(3), we have

\[
\frac{C}{\alpha}D_t^\alpha Q(t) = \frac{-1}{h^2} \left[ \frac{2(t-a)^{2-\alpha}}{\Gamma(3-\alpha)} - \frac{2(t-a)^{-\alpha}}{\Gamma(2-\alpha)} (t_r-a) \right] Q_r + \frac{1}{h^2} \left[ \frac{2(t-a)^{2-\alpha}}{\Gamma(3-\alpha)} - \frac{2(t-a)^{-\alpha}}{\Gamma(2-\alpha)} (t_r-a) \right] Q_{r+1}
\]

\[
+ \frac{1}{h} \left[ (t_{r+1}+t_r-2a)(2(t-a)-2(t-a))Q_r \right]
\]

Through calculation, you can get

\[
\frac{C}{\alpha}D_t^\alpha Q(t) = \frac{(t-a)^{1-\alpha}}{h\Gamma(3-\alpha)} \left[ \frac{-1}{h} \left( 2(t-a) - 2(2-a)(t_r-a) \right) Q_r + \frac{1}{h} \left( 2(t-a) - 2(2-a)(t_r-a) \right) Q_{r+1} \right]
\]

\[
+ \left[ (t_{r+1}+t_r-2a)(2(t-a)-2(t-a))Q_r \right], \quad \text{where} \quad 0 < \alpha \leq 1.
\]

**Theorem 1.** [6] The finite difference approximation of Caputo derivative for $0 < \alpha \leq 1$ at define points $t = t_{r+1}$; $r = 0, 1, \ldots, N-1$ and $h = (b-a)/N$, is formed as

\[
\frac{C}{\alpha}D_t^\alpha u(t_{r+1}) = \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{r} \left[ u(t_{r-j+1}) - u(t_{r-j}) \right] \frac{b_j^{\alpha}}{\alpha},
\]

where $b_j^{\alpha} = 

**Theorem 2. (new)** The finite difference approximation of Caputo derivative for $0 < \alpha \leq 1$ of the subinterval $[t_r, t_{r+1}]$, define the point $t = t_r + (i+1)h_{M^*}$, $h_{M^*} = \frac{h}{2M^*}$, $h = (b-a)/N$, according the step size of Richardson Extrapolation $M^* = 0, 1, \ldots, M$, is formed as

\[
\frac{C}{\alpha}D_t^\alpha u(t)|_{t=t_r+(i+1)h_{M^*}} = \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{r-1} \left[ u(t_{r-j}) - u(t_{r-j-1}) \right] \frac{C_{i,j}^{M^*, \alpha}}{\beta_{i,j}}
\]

\[
+ \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{i} \left[ u(t_r + (i-j+1)h_{M^*}) - u(t_r+(i-j)h_{M^*}) \right] \frac{b_j^{\alpha}}{\alpha},
\]

where $b_j^{\alpha} = 

**Proof.** Recall the definition of Caputo fractional derivative for $0 < \alpha \leq 1$ and using first order forward difference approximation [15], to obtain

\[
\frac{C}{\alpha}D_t^\alpha u(t)|_{t=t_r+(i+1)h_{M^*}} = \frac{1}{\Gamma(1-\alpha)} \int_{a}^{t_r+(i+1)h_{M^*}} \frac{\partial u(s)/\partial s}{(t_r+(i+1)h_{M^*} - s)^\alpha} ds,
\]
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\[ C_a D_t^{\alpha} u(t)|_{t=r+(i+1)h_M^*} = \frac{1}{\Gamma(1-\alpha)} \left\{ \int_a^{t_r} \frac{\partial u(s)/\partial s}{(t_r+(i+1)h_M^*-s)^{1-\alpha}} ds + \int_{t_r}^{t_r+(i+1)h_M^*} \frac{\partial u(s)/\partial s}{(t_r+(i+1)h_M^*-s)^{1-\alpha}} ds \right\} \]

\[ = \frac{1}{\Gamma(1-\alpha)} \sum_{\ell=0}^{r-1} \int_{a+\ell h}^{a+(\ell+1)h} \frac{\partial u(s)/\partial s}{(t_r+(i+1)h_M^*-s)^{1-\alpha}} ds \]

\[ + \sum_{\ell=0}^{r-1} \int_{t_r+\ell h}^{t_r+(\ell+1)h} \frac{\partial u(s)/\partial s}{(t_r+(i+1)h_M^*-s)^{1-\alpha}} ds \]

\[ = \frac{1}{\Gamma(1-\alpha)} \left\{ \sum_{\ell=0}^{r-1} \frac{u(t_{\ell+1}) - u(t_{\ell})}{h} \int_{a+\ell h}^{a+(\ell+1)h} \frac{d\xi}{(t_r+(i+1)h_M^*-\xi)^{1-\alpha}} \right\} \]

\[ + \sum_{\ell=0}^{r-1} \frac{u(t_r+(\ell+1)h)}{h} \int_{t_r+\ell h}^{t_r+(\ell+1)h} \frac{d\xi}{(t_r+(i+1)h_M^*-\xi)^{1-\alpha}} \}

By assumption let \( \xi = t_r+(i+1)h_M^*-s \) then \( d\xi = -ds \), if \( s = a + \ell h \) then \( \xi = (r-\ell)h + (i+1)h_M^* \), \( s = a + (\ell+1)h \) then \( \xi = (r-\ell-1)h + (i+1)h_M^* \), if \( s = t_r + \ell h_M^* \) then \( \xi = (i-\ell)h_M^* \). Then \( \xi = (i-\ell)h_M^* \), we obtain

\[ C_a D_t^{\alpha} u(t)|_{t=r+(i+1)h_M^*} = \frac{1}{\Gamma(1-\alpha)} \left\{ \sum_{\ell=0}^{r-1} \frac{u(t_{\ell+1}) - u(t_{\ell})}{h} \int_{(r-\ell)h+(i+1)h_M^*}^{(r-\ell-1)h+(i+1)h_M^*} \frac{d\xi}{(t_r+(i+1)h_M^*-\xi)^{1-\alpha}} \}

\[ + \sum_{\ell=0}^{r-1} \frac{u(t_r+(\ell+1)h)}{h} \int_{(i-\ell)h_M^*}^{(\ell+1)h_M^*} \frac{d\xi}{(t_r+(i+1)h_M^*-\xi)^{1-\alpha}} \}

For first sum; let \( j = r-\ell-1 \) and the second let \( j = i-\ell \)

\[ = \frac{1}{\Gamma(1-\alpha)} \left\{ \sum_{\ell=0}^{r-1} \frac{u(t_{\ell+1}) - u(t_{\ell}) - u(t_r-j-1)}{h} \int_{(j+1)h+(i+1)h_M^*}^{(j+1)h+(i+1)h_M^*} \frac{d\xi}{(t_r+(i+1)h_M^*-\xi)^{1-\alpha}} \}

\[ + \sum_{\ell=0}^{r-1} \frac{u(t_r+(i-j+1)h_M^*) - u(t_r+(i-j)h_M^*)}{h} \int_{(i-\ell)h_M^*}^{(\ell+1)h_M^*} \frac{d\xi}{(t_r+(i+1)h_M^*-\xi)^{1-\alpha}} \}

After integrating then compute we obtain,

\[ C_a D_t^{\alpha} u(t)|_{t=r+(i+1)h_M^*} = \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{r-1} \left[ u(t_{r-j}) - u(t_{r-j-1}) \right] C_{i,j}^{M-\alpha} \]

\[ + \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{i} \left[ u(t_r+(i-j+1)h_M^*) - u(t_r+(i-j)h_M^*) \right] b_j^{\alpha} \]

where \( C_{i,j}^{M-\alpha} = \left[ \left( j + \frac{i+1}{2} \right)^{1-\alpha} - \left( j + \frac{i+1}{2} \right)^{1-\alpha} \right] \), \( b_j^{\alpha} = \left[ \left( j + 1 \right)^{1-\alpha} + j^{1-\alpha} \right] \)

3 Methods Analysis

To find numerical solution of Eqn.(1), using quadratic spline function, we can use the following two cases. The first one using the normal and the second using extrapolation method. Now we can drive each case.

3.1 Normal Quadratic spline function (VFID’s)

To progress the quadratic spline approximation method for solving Volterra integro-fractional differential equation from Eqns.(1) and (2) on the interval \([a, b]\). First divided the interval \([a, b]\) be into \(N\)-equal subintervals of length \( h = \frac{b-a}{N} \). With endpoints, the quadratic spline \( Q(t) \) interpolating the function \( u(t) \) at the grid points are specified by the equation.

\[ C_a D_t^{\alpha} Q(t) + \sum_{i=1}^{n-1} \mathcal{P}_i(t) C_a D_t^{\alpha(n-i)} Q(t) + \mathcal{P}_n(t) Q(t) = f(t) + \sum_{\ell=0}^{m} \lambda_t \int_a^{t} K_t(t,s) C_a D_t^{\alpha m-\ell} Q(s) ds. \]
Substituting \( t = t_{r+1} \), \( r = 0, 1, 2, \ldots, N - 1 \), from Eqn.(5) then collocate Eqn.(5) at the uniform grid points after substituting Eqn.(4) into Eqn.(5) then we obtain

\[
\frac{(r + 1)h^{1-\alpha}}{\Gamma(3 - \alpha_n)} \left\{ \frac{2}{h} [(1 - r)\alpha_n r](Q_{r+1} - Q_r) - [\alpha_n(2r + 1) - 2r]Q_r \right\} \\
+ \sum_{r=1}^{n-1} p_r(t_{r+1}) \frac{(r + 1)h^{1-\alpha_n-1}}{\Gamma(3 - \alpha_n-1)} \left\{ \frac{2}{h} [(1 - r)\alpha_n r](Q_{r+1} - Q_r) - [\alpha_n(2r + 1) - 2r]Q_r \right\} + p_n(t_{r+1}) Q_{r+1}
\]

\[
= f_{r+1} + \sum_{t=0}^{m-1} \lambda t \left\{ \sum_{j=0}^{r-1} f_{t+j}^{t+r} \beta_j(t_{r+1}, s) \right\} \left[ Q_{s} C D_s^{\beta_m-t} A_j(s) + Q_{s+1} C D_s^{\beta_m-t} B_j(s) + Q_{j+1} C D_s^{\beta_m-t} C_j(s) \right] ds
\]

\[
+ \sum_{t=0}^{m-1} \lambda t \left\{ \sum_{j=0}^{r-1} f_{t+j}^{t+r} \beta_j(t_{r+1}, s) \right\} \left[ A_j(s)Q_j + B_j(s)Q_{r+1} + C_j(s)Q_r \right] ds
\]

(6)

Let \( W_n(s) = P_{s(r+1)} \frac{(r + 1)h^{1-\alpha_n-s}}{\Gamma(3 - \alpha_n-s)} (1 - r) + (\alpha_n-s)r) \), \( H_n = P_{n(r+1)} + \sum_{s=0}^{n-1} W_n(s) \) and

\[
V_n(s) = P_{s(r+1)} \frac{(r + 1)h^{1-\alpha_n-s}}{\Gamma(3 - \alpha_n-s)} (\alpha_n-s)(2r + 1) - 2r) \), \( s = 0, 1, \ldots, n - 1 \), \( r = 0, 1, 2, \ldots, N - 1 \).

The Eqn.(6) becomes,

\[
Q_{r+1} \left\{ H_n - \lambda t \int_{t_{r+1}}^{t+r} \beta_j(t_{r+1}, s) C D_s^{\beta_m-t} B_j(s) ds \right\} = Q_r \left\{ \sum_{s=0}^{n-1} W_n(s) + \sum_{t=0}^{m-1} \lambda t \int_{t_{r+1}}^{t+r} \beta_j(t_{r+1}, s) C D_s^{\beta_m-t} A_j(s) ds + \lambda t \int_{t_{r+1}}^{t+r} \beta_j(t_{r+1}, s) C D_s^{\beta_m-t} C_j(s) ds \right\} + f_{r+1}
\]

\[
+ \sum_{t=0}^{m-1} \lambda t \left\{ \sum_{j=0}^{r-1} f_{t+j}^{t+r} \beta_j(t_{r+1}, s) \right\} \left[ Q_{s} C D_s^{\beta_m-t} A_j(s) + Q_{s+1} C D_s^{\beta_m-t} B_j(s) + Q_{j+1} C D_s^{\beta_m-t} C_j(s) \right] ds
\]

(7)

To acquire \( Q_1 \), inserting \( r = 0 \) into Eqn.(7), we must enter \( Q_0 \) and \( Q_0 \) into Eqn.(7) but as we see we have the best \( Q_0 \) from the initial condition. To getting \( Q_0 \) from the forward formula, we ought to have \( Q_1^{(p)} \). So for preparing \( Q_1^{(p)} \) we’ve critical approaches: (I) Trapezoidal Method and (II) First step of the linear spline.

I- Using Trapezoidal Method

Calculate the Eqn.(1)on interval \([t_0, t_1]\) we obtain,

\[
C D_t^\alpha u(t)|_{t=t_1} = \sum_{i=0}^{n-1} p_i(t_1) C D_t^\alpha u(t)|_{t=t_i} + p_n(t_1) u_1
\]

\[
= f(t_1) + \sum_{i=0}^{n-1} \lambda i \int_{t_1}^{t_1} \beta_j(t_{r+1}, s) C D_s^{\beta_m-t} u(s) ds + \lambda m \int_{t_1}^{t_1} \beta_j(t_{r+1}, s) C D_s^{\beta_m-t} u(s) ds
\]

Recall the Theorem (1)

\[
C D_t^\alpha u(t)|_{t=t_1} = \frac{h^{\alpha}}{\Gamma(2 - \alpha)} \sum_{j=0}^{i-1} \left[ u(t_{i-j}) - u(t_{i-j-1}) \right] b_0^j
\]
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where
\[ b_j^\alpha = (j + 1)^{1-\alpha} - j^{1-\alpha}. \]

First we can find \( C_\alpha D_\alpha^\alpha u(t)|_{t=t_1} = \frac{h^{-\alpha}}{\Gamma(2 - \alpha)}[u_1 - u_0] \), \( \int_a^{t_1} K_\alpha(t_1, s)C_\alpha D_\alpha^{\alpha-i} u(s)ds = \frac{h^{1-\beta_{\alpha-i}}}{2\Gamma(2-\beta_{\alpha-i})}K_{\alpha-i}^{\beta_{\alpha-i}}[u_1 - u_0] \) and \( \int_a^{t_1} K_m(t_1, s) u(s)ds = \frac{h}{2}[(K_{\alpha-i}^{\beta_{\alpha-i}}u_1 + K_{\alpha-i}^{\beta_{\alpha-i}}u_1) \), the Eqn.(8) becomes

\[
\begin{align*}
\frac{h^{-\alpha}}{\Gamma(2 - \alpha)}[u_1 - u_0] + \sum_{i=1}^{n-1} p_i(t_1) \frac{h^{-\alpha-i}}{\Gamma(2 - \alpha - i)}[u_1 - u_0] + p_n(t_1)u_1
&= f(t_1) + \sum_{\ell=0}^{m-1} \lambda_{m} \frac{h^{1-\beta_{\alpha-i}}}{2\Gamma(2-\beta_{\alpha-i})}K_{\alpha-i}^{\beta_{\alpha-i}}[u_1 - u_0] + \lambda_{m} \frac{h^{1-\beta_{\alpha-i}}}{2\Gamma(2-\beta_{\alpha-i})}K_{\alpha-i}^{\beta_{\alpha-i}}u_1
\end{align*}
\]

(9)

So \( u_1 \approx Q_1^{(p)} \).

II- First step of linear spline(using R-Extrapolation Technique)

Calculate the Eqn.(1) on interval \([t_0, t_1] , t = t_0 + (i + 1)h_{M*}, i = 0, 1, \ldots, 2^{M*} - 1, M* = 0, 1, \ldots, M, \) and \( h_{M*} = \frac{h}{2^{M*}} \), is formed as

\[
\begin{align*}
C_\alpha D_\alpha^\alpha u(t)|_{t=t_0+(i+1)h_{M*}} + \sum_{i=1}^{n-1} P_i(t_0 + (i + 1)h_{M*}) C_\alpha D_\alpha^{\alpha-i} u(t)|_{t=t_0+(i+1)h_{M*}}
&+ p_n(t_0 + (i + 1)h_{M*}) u(t)|_{t=t_0+(i+1)h_{M*}} = f(t_0 + (i + 1)h_{M*})
\end{align*}
\]

(10)

Since by finite difference approximation and recall the theorem (2)

\[
C_\alpha D_\alpha^\alpha u(t)|_{t=t_0+(i+1)h_{M*}} = \frac{h^{-\alpha}}{\Gamma(2 - \alpha)} \sum_{j=0}^i \left[u(t_r + (i - j)h_{M*}) - u(t_r + (i - j)h_{M*})\right] b_j^\alpha
\]

if \( M* = 0, i = 0, t = t_0 + (0 + 1)h_{0*} \) and \( h_{0*} = \frac{h}{2^{M*}} = h \), we obtain

\[
= \frac{h^{-\alpha}}{\Gamma(2 - \alpha)} \left[u_{0-1}^0 - u_{0,0}^0\right] b_0^\alpha = \frac{h^{-\alpha}}{\Gamma(2 - \alpha)} \left[u_1 - u_0\right]
\]

, the equation (10) becomes

\[
\begin{align*}
\frac{h^{-\alpha}}{\Gamma(2 - \alpha)} \left[u_{M*,i+1}^0 - u_{M*,i}^0\right] + \sum_{j=1}^i \left[u_{M*,i-j+1}^0 - u_{M*,i-j}^0\right] b_j^\alpha
&= \sum_{i=1}^{n-i} P_i(t_0 + (i + 1)h_{M*}) \frac{h^{-\alpha-i}}{\Gamma(2 - \alpha - i)} \left[u_{M*,i+1}^0 - u_{M*,i}^0\right]
\end{align*}
\]
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\[ f(t_0 + (i + 1)h_{M^*}) + \sum_{\ell=0}^{m-1} \frac{\lambda_t}{2} f^{i,\ell+1}_{i,1} A^{0,\ell+1}_{m} (t) - \lambda_t h_{M^*} k_{i+1,1}^{0,0} \]

\[ = 2 \sum_{d=0}^{i} k_{t}(t_0 + (i + 1)h_{M^*}, t_0 + dh_{M^*}) \frac{h_{M^*}}{(2 - \beta_m - \ell)} \sum_{j=0}^{d-1} \left( \frac{u_{M^*,d-j} - u_{M^*,d-j-1}}{h_{M^*}} \right) b_j^{\beta_m - \ell} + k_{t}(t_0 + (i + 1)h_{M^*}, t_0 + (i + 1)h_{M^*}) \frac{h_{M^*}}{(2 - \beta_m - \ell)} \left( u_{M^*,i+1} - u_{M^*,i} \right) \]

\[ + \sum_{1=0}^{i} \left( u_{M^*,i+j+1} - u_{M^*,i-j} \right) b_j^{\beta_m - \ell} + \lambda_t \frac{h_{M^*}}{2} \left[ k_m(t_0 + (i + 1)h_{M^*}, t_0 + dh_{M^*}) u_{M^*,d} \right. \]

\[ + k_m(t_0 + (i + 1)h_{M^*}, t_0 + dh_{M^*}) u_{M^*,d+1} \].

Let \( A^{\sigma,\ell}_{M^*}(s) = \frac{h_{M^*}^{\sigma-\ell}}{(2 - \sigma_{k-s})} \) and \( H^{\sigma,\ell}_{M^*}(s) = \frac{h_{M^*}^{\sigma-\ell}}{(2 - \sigma_{k-s})} \). \( \forall k \in \mathbb{Z}^+, s = 0, 1, \ldots, k - 1, \ i = 0, 1, \ldots, 2^{M^*} - 1 \) with \( A^{\sigma,\ell}_{M^*}(s) = 1 \), \( H^{\sigma,\ell}_{M^*}(s) = 1 \).

\[ u_{M^*,i+1}^{0} \left( H_{n}^{\sigma,\ell}_{M^*}(i + 1) + \sum_{n=0}^{m-1} \lambda_t k_{i+1,1}^{0,0} A_{m}^{0,\ell+1}(s) - \frac{h_{M^*}}{2} \sum_{n=0}^{m-1} \lambda_t k_{i+1,1}^{0,0} A_{m}^{0,\ell+1}(s) \right) \]

\[ = \sum_{1=0}^{i} \left( u_{M^*,i+1}^{0} - u_{M^*,i-j}^{0} \right) \left( \sum_{n=0}^{m-1} P_{i,j} A_{n}^{0,\ell+1}(s) \right) b_j^{\beta_m - \ell} + \sum_{1=0}^{i+1} \left( u_{M^*,i+1}^{0} - u_{M^*,i-j}^{0} \right) \left( \sum_{n=0}^{m-1} A_{n}^{0,\ell+1}(s) b_j^{\beta_m - \ell} \right) \]

\[ + \lambda_t \frac{h_{M^*}}{2} \left[ k_m(t_0 + (i + 1)h_{M^*}, t_0 + dh_{M^*}) u_{M^*,d} \right. \]

\[ + k_m(t_0 + (i + 1)h_{M^*}, t_0 + dh_{M^*}) u_{M^*,d+1} \].

If \( M^* = 0, i = 0 \) and \( h_0 = \frac{h}{N^2} = h \), we obtain

\[ u_{i,0}^{0,0} \left( H_{n}^{0,0}(0) - \frac{h}{N} \sum_{0}^{m-1} \lambda_t k_{1,1}^{0,0} A_{m}^{0,\ell+1}(s) - \frac{h}{2} \sum_{0}^{m-1} \lambda_t k_{1,1}^{0,0} A_{m}^{0,\ell+1}(s) \right) \]

\[ = f^{0} + \left( \sum_{n=0}^{m-1} P_{i,j} A_{n}^{0,\ell+1}(s) - \frac{h}{2} \sum_{n=0}^{m-1} \lambda_t k_{1,1}^{0,0} A_{m}^{0,\ell+1}(s) \right) u_{i,0}^{0,0} + \frac{h}{2} k_{i,0}^{m,0,0} \]

So we can say \( u_{i,0}^{0,0} \approx Q_{i}^{(p)}, \) from this we come to the conclusion that the path normal quadratic spline function can be analyzed with two technique the first is using Trapezoid (NQST). And the second using First step of linear spline (using Richardson Extrapolation) (NQQL).

### 3.2 Quadratic spline function using Extrapolation (VFID’s)

To sketching the quadratic spline proximity method for solving Volterra integro- fractional differential equation Eqns.(1) (2) using extrapolation, the interval \([a, b]\). First divided the interval \([a, b]\) be into \(N\)-equal subintervals of length \( h = \frac{b - a}{N} \) with endpoints, the quadratic spline \( Q(t) \) interpolating the function with Extrapolation in the interval \( t \in [t_r + ih_{M^*}, t_r + (i + 1)h_{M^*}] \) is specified by the formula

\[ Q_{M^*,i}^{r}(t) = A_{M^*,i}^{r}(t)Q_{M^*,i}^{0} + B_{M^*,i}^{r}(t)Q_{M^*,i}^{0+1} + C_{M^*,i}^{r}(t)Q_{M^*,i}^{1} \]

\[ r = 0, 1, \ldots, N - 1, i = 0, 1, \ldots, 2^{M^*} - 1, M^* = 0, 1, \ldots, M, \ h_{M^*} = \frac{h}{2^{M^*}} \]
\[ A_{M^{*},i}(t) = 1 - \left( \frac{t - (t_r + ih_{M^{*}})}{h_{M^{*}}} \right)^2, \quad B_{M^{*},i}(t) = 1 - A_{M^{*},i}(t) = \left( \frac{t - (t_r + ih_{M^{*}})}{h_{M^{*}}} \right)^2, \]
\[ C_{M^{*},i}(t) = \frac{(t - (t_r + ih_{M^{*}}))(t_r + (i + 1)h_{M^{*}}) - t}{h_{M^{*}}}, \]

Thus
\[ C_a D_a^\alpha Q_{M^{*},i}(t) = \frac{-2}{h_{M^{*}}} \left[ \frac{(t-a)^{2-\alpha}}{\Gamma(3-\alpha)} - \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \right] \left[ (t_r + ih_{M^{*}} - a) Q_{M^{*},i}^{-1} \right] + \frac{2}{h_{M^{*}}} \left[ \frac{(t-a)^{2-\alpha}}{\Gamma(3-\alpha)} - \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \right] \left[ (t_r + ih_{M^{*}} - a) Q_{M^{*},i+1}^{-1} \right] - \frac{2}{h_{M^{*}}} \left[ \frac{(t-a)^{2-\alpha}}{\Gamma(3-\alpha)} - \frac{(t_r + (i + 1)h_{M^{*}} - a) (t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \right] Q_{M^{*},i}^{-1} \]
\[ (12) \]

From Eqn.(1) putting \( t = t_r + (i + 1)h_{M^{*}} \), then collocate Eqn.(5) at the uniform grid points after substituting Eqn.(12) into Eqn.(5) then we obtain
\[ 2h_{M^{*}}^{2-\alpha}(2^{M^{*}}r + i + 1)^{1-\alpha} \left[ \frac{2^{M^{*}}r(t_r - 1) + i(\alpha_n - 1) + 1}{h_{M^{*}}^2 \Gamma(3-\alpha_n)} \right] \left[ Q_{M^{*},r+1}^{(i)} - Q_{M^{*},i}^{(i)} \right] + \frac{2}{h_{M^{*}}^{2-\alpha}(2^{M^{*}}r + i + 1)^{1-\alpha}} \left[ \frac{2^{M^{*}}r(t_r - 1) + i(\alpha_n - 1) + \frac{1}{2} \alpha_n}{h_{M^{*}}^2 \Gamma(3-\alpha_n)} \right] \left[ Q_{M^{*},i}^{(i)} r + \alpha(t_r + (i + 1)h_{M^{*}})Q_{M^{*},i}^{(i)} \right] \]
\[ 2^{M^{*}}r(t_r - 1) + i(\alpha_n - 1) - 2^{M^{*}}r(t_r - 1) + i(\alpha_n - 1) + \frac{1}{2} \alpha_n \]
\[ \left[ Q_{M^{*},i}^{(i)} r + \alpha(t_r + (i + 1)h_{M^{*}})Q_{M^{*},i}^{(i)} \right] \]
\[ (13) \]
Evaluating $Q_{M^*+1}^{(r)}(s)$ in this technique we need to find $Q_{M^*+1}^{(r)}$ so in the same way such as through from Eqn.(9) or Eqn.(11), from this we come to the conclusion that the path Extrapolation quadratic spline function can be analyzed with two technique the first is using trapezoid (EQST). And the second using first step of linear spline (using Richardson Extrapolation) (EQSL).
method shown in table (4) for example 2. Finally, demonstrates figures (1,2) to compared numerical and the exact solution of the examples (1) and (2) where $h = 0.1$.

**Example 1.** Consider the linear VIFDE on $0 \leq t \leq 1$:

$$C_0 D_t^{0.7} u(t) + t_0 C_0 D_t^{0.2} - 2u(t) = f(t) + \int_0^t \left[(t - 2s^2)C_0 D_t^{0.3} u(s) + (t - s)C_0 D_t^{0.1} u(s) - (ts - 1)u(s)\right] \, ds,$$

where

$$f(t) = -\frac{2}{3} t^4 + \frac{1}{2} t^3 + t^2 - t - \frac{2}{\Gamma(1.3)} t^{0.3} - \frac{2}{\Gamma(1.8)} - 2(1 - 2t) + \frac{20}{629\Gamma(1.7)} t^{2.7}(37 - 34t).$$

With the initial condition: $u(0) = 1$, where the exact solution is given by $u(t) = 1 - 2t$.

**Example 2.** Consider the linear VIFDE on $0 \leq t \leq 1$:

$$C_0 D_t^{2\beta} u(t) - \frac{1}{2} C_0 D_t^\beta + (1 + t^4)u(t) = f(t) + \int_0^t \left[ts_0 C_0 D_t^{2\beta} u(s) + (t^2 - s)C_0 D_t^{\beta} u(s) + e^{t+s}u(s)\right] \, ds,$$

where

$$f(t) = e^t - e^{2t}(t - 1)^2 + t^5 - t^3 + t^2 - 1 + \frac{1}{\Gamma(3 - 2\beta)} \left(2 - \frac{1}{2 - \beta} t^3\right) t^{2-2\beta} + \frac{1}{\Gamma(3 - \beta)} \left(2 - 4 - \beta t^2 - 1\right) t^{2-\beta} - \frac{2}{\Gamma(4 - \beta)} t^{5-\beta}.$$ 

With the initial condition: $u(0) = -1$, where the exact solution of this problem is known $u(t) = t^2 - 1$, and $\beta = 0.5$.

<table>
<thead>
<tr>
<th>t</th>
<th>Exact</th>
<th>NQST</th>
<th>NQSL</th>
<th>EQST ($m = 2$)</th>
<th>EQSL ($m = 2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.80000004930653</td>
<td>0.8</td>
<td>0.8000000707939</td>
<td>0.8</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>0.60000007031481</td>
<td>0.6</td>
<td>0.6000000714837</td>
<td>0.6</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4</td>
<td>0.40000010136467</td>
<td>0.4</td>
<td>0.40000022633964</td>
<td>0.4</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>0.20000013769366</td>
<td>0.2</td>
<td>0.2000048434216</td>
<td>0.2</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>0.0000017667637</td>
<td>2.496349159 $e^{-19}$</td>
<td>0.0000084819165</td>
<td>7.5718976631 $e^{-19}$</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.2</td>
<td>-0.1999978313918</td>
<td>-0.2</td>
<td>-0.1999865732248</td>
<td>-0.2</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.4</td>
<td>-0.39999742190777</td>
<td>-0.4</td>
<td>-0.3999815630977</td>
<td>-0.4</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.6</td>
<td>-0.59999701665405</td>
<td>-0.6</td>
<td>-0.5999751684731</td>
<td>-0.6</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.8</td>
<td>-0.79999660662054</td>
<td>-0.8</td>
<td>-0.79996858034163</td>
<td>-0.8</td>
</tr>
<tr>
<td>1.0</td>
<td>-1</td>
<td>-0.99999619296744</td>
<td>-1.0</td>
<td>-0.99999109404</td>
<td>-1.0</td>
</tr>
<tr>
<td>L.S.E</td>
<td>5.3025254 $e^{-11}$</td>
<td>6.2317591 $e^{-34}$</td>
<td>3.7161423 $e^{-9}$</td>
<td>5.7332455 $e^{-37}$</td>
<td></td>
</tr>
<tr>
<td>R.Time/Sec</td>
<td>40.994059</td>
<td>51.198122</td>
<td>302.24999</td>
<td>419.6619</td>
<td></td>
</tr>
</tbody>
</table>

The result in Table (2) shows R-Extrapolation technique for solving quadratic spline methods using trapezoidal and first step of linear spline for $h = 0.05$ ($N = 20$). For Example 1.
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<table>
<thead>
<tr>
<th>$t$</th>
<th>Exact</th>
<th>$N = 20$</th>
<th>$N = 20$</th>
<th>$N = 3$</th>
<th>$N = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EQST ($m = 2$)</td>
<td>EQST ($m = 3$)</td>
<td>EQST ($m = 2$)</td>
<td>EQST ($m = 3$)</td>
<td>EQST ($m = 2$)</td>
</tr>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.800000008905707</td>
<td>0.8</td>
<td>0.800000006359992</td>
<td>0.8</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>0.600000050701418</td>
<td>0.6</td>
<td>0.600000045813416</td>
<td>0.6</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4</td>
<td>0.40000015175986</td>
<td>0.4</td>
<td>0.40000013704427</td>
<td>0.4</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>0.2000001352605</td>
<td>0.2</td>
<td>0.200000028425254</td>
<td>0.2</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>0.000000053995763</td>
<td>1372334369 $e^{-18}$</td>
<td>0.00000004806751345</td>
<td>$-7.38609795755 e^{-19}$</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.2</td>
<td>-0.19999979775634</td>
<td>-0.2</td>
<td>-0.19999926903631</td>
<td>-0.2</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.4</td>
<td>-0.399998845911254</td>
<td>-0.4</td>
<td>-0.39999867571431</td>
<td>-0.4</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.6</td>
<td>-0.599998474114193</td>
<td>-0.6</td>
<td>-0.59999832098907</td>
<td>-0.6</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.8</td>
<td>-0.79999805255924</td>
<td>-0.8</td>
<td>-0.799998259837467</td>
<td>-0.8</td>
</tr>
<tr>
<td>1.0</td>
<td>-1.0</td>
<td>-0.999997601330148</td>
<td>-1.0</td>
<td>-0.999997852936052</td>
<td>-1.0</td>
</tr>
<tr>
<td>$L.S.E.$</td>
<td>1.4209108 $e^{-11}$</td>
<td>4.5677668 $e^{-36}$</td>
<td>1.1456484 $e^{-11}$</td>
<td>5.9886082 $e^{-37}$</td>
<td>5.9886082 $e^{-37}$</td>
</tr>
<tr>
<td>$R.Time/Sec$</td>
<td>855.47371</td>
<td>2374.498</td>
<td>2413.3623</td>
<td>2398.2578</td>
<td>2398.2578</td>
</tr>
</tbody>
</table>

Exact and numerical solution of example 2

<table>
<thead>
<tr>
<th>$t$</th>
<th>Exact</th>
<th>$N = 10$</th>
<th>$N = 10$</th>
<th>$N = 10$</th>
<th>$N = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EQST ($m = 2$)</td>
<td>EQST ($m = 3$)</td>
<td>EQST ($m = 2$)</td>
<td>EQST ($m = 3$)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-0.99</td>
<td>-0.984907358703339</td>
<td>-0.98385921585012</td>
<td>-0.991476290775673</td>
<td>-0.991476290775673</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.96</td>
<td>-0.95663239688559</td>
<td>-0.95627586881473</td>
<td>-0.965258187252244</td>
<td>-0.965263504890059</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.91</td>
<td>-0.914517584731056</td>
<td>-0.914080926848564</td>
<td>-0.921013276161923</td>
<td>-0.921013789014492</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.84</td>
<td>-0.856458322879057</td>
<td>-0.855946411063225</td>
<td>-0.859259280306947</td>
<td>-0.859264140251617</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.75</td>
<td>-0.782065651154228</td>
<td>-0.781577394923225</td>
<td>-0.780413497019168</td>
<td>-0.780439517960847</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.64</td>
<td>-0.691478975785645</td>
<td>-0.690968031530877</td>
<td>-0.685006055226451</td>
<td>-0.685010914123675</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.51</td>
<td>-0.585278870476111</td>
<td>-0.584740180555245</td>
<td>-0.575350717158801</td>
<td>-0.575359946305851</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.36</td>
<td>-0.46450450114389</td>
<td>-0.463926256578922</td>
<td>-0.446730410550108</td>
<td>-0.446741421233363</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.19</td>
<td>-0.330778434308407</td>
<td>-0.330077470104528</td>
<td>-0.305564188908158</td>
<td>-0.305567185889994</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>-0.186099022867057</td>
<td>-0.185371604481513</td>
<td>-0.151269506763997</td>
<td>-0.151275099797876</td>
</tr>
<tr>
<td>$L.S.E.$</td>
<td>0.075030756</td>
<td>0.074289865</td>
<td>0.031218153</td>
<td>0.051276955</td>
<td>0.051276955</td>
</tr>
<tr>
<td>$R.Time/Sec$</td>
<td>46.939625</td>
<td>53.091482</td>
<td>355.20677</td>
<td>297.93127</td>
<td>297.93127</td>
</tr>
</tbody>
</table>

The result in table (4) shows the least-square errors and running times (elapsed time) for quadratic spline methods with different values of steps size $h$. For Example 2.

Comparision for different value of $N$

<table>
<thead>
<tr>
<th>$h$</th>
<th>0.1 ($N = 10$)</th>
<th>0.05 ($N = 20$)</th>
<th>0.033 ($N = 30$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L.S.E.$</td>
<td>$R.Time/Sec$</td>
<td>$L.S.E.$</td>
</tr>
<tr>
<td>NQSL</td>
<td>0.074289865</td>
<td>53.091482</td>
<td>0.066459352</td>
</tr>
<tr>
<td>EQSL ($m = 2$)</td>
<td>0.051277655</td>
<td>297.93127</td>
<td>0.046061695</td>
</tr>
<tr>
<td>EQSL ($m = 3$)</td>
<td>0.045270078</td>
<td>1908.428</td>
<td>0.043314536</td>
</tr>
</tbody>
</table>
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Figure 1. Compared numerical and the exact solution of the example 1, $h = 0.1$.

Figure 2. Compared numerical and the exact solution of the example 2, $h = 0.1$.

5. Conclusion

In this work, we have fully attempted to find the numerical solution of the Volterra integro-fractional differential equations (VIFDE’s) by using quadratic spline approximate. The numerical procedure and methodology are done in a very straightforward and effective manner. Through the numerical calculation, we confirmed that the Richardson Extrapolation method has the highest degree of accuracy. On the basis of this work, tables (2) and (4) displayed comparison between normal quadratic spline and using Extrapolation method with different step sizes. Furthermore, interpolating quadratic spline for linear function is closer to the quadratic function as displayed in tables (1) and (3). Likewise, new techniques using the first derivative at the initial point by the First step of linear spline(using R-Extrapolation technique), then our solution would be better and the ration of mistake would be fewer in comparison of the method of Trapezoidal at finding first derivative at the initial point. Figures (1) and (2) represents which one is the best technique for solving (VIFDE’s).
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Квадраттык сплайн-функциясын қолдана отырып, Вольтеррдің интегро-болшекті дифференциалдық теңдеулерінің жұық шешімі

Мысалы, квадраттык сплайн-функциясын ағылшын сүйкестерінің негізінде Вольтеррдің интегро-болшекті дифференциалдық теңдеулерді шешу өсімділігі мен сенімділігін көрсетеді. Бұл жағдайларда Кертис Кленшоу ережесі бар. Мысалы, жоғары миллиондағы теңдеулердің шешімін қолданысқа арналған жаңа арнайы арнайы қосылдығыны көрсетеді. Анықтама Matlab (R2018b) талдау мысалдарына келтірілген. Эдістериң ең көп шешімділігі мен сенімділігін көрсетеді. Сатылған мысалдар бар, сондай-какты, осы теңдеулер үшін қажетті интегралдарды есепту үшін Кертис Кленшоу ережесі қолданылады.
Приближенное решение интегро-дробных дифференциальных уравнений Вольterra с использованием квадратичной сплайн-функции

В статье предложены два новых метода аппроксимации решения интегро-дробно-дифференциального уравнения Вольterra (VIFDE), основанные на нормальной квадратичной сплайн-функции, а в основе второго метода лежит метод экстраполяции Ричардсона с использованием дискретных точек коллокации. Дробные производные рассмотрены в восприятии Капуто. Вместе с их доказательством введена новая теорема для точек экстраполяции Ричардсона для использования конечно-разностной аппроксимации производной Капуто. Новые методы с использованием первой производной в начальной точке таковы, что получены следующие два случая: первый с использованием правила трапеции, а второй — с учетом первого шага линейной сплайн-функции методом экстраполяции Ричардсона. В частности, программа приведена в примерах анализа в Matlab (R2018b). Имеются числовые примеры, чтобы продемонстрировать продуктивность и надежность методов, а также следовать правилу Кленшоу Кертиса для вычисления требуемых интегралов для этих уравнений.

Ключевые слова: интегро-дробное дифференциальное уравнение, производная Капуто, квадратичный сплайн, метод экстраполяции, Кленшоу.
To solving the fractionally loaded heat equation

In this paper we consider a boundary value problem for a fractionally loaded heat equation in the class of continuous functions. Research methods are based on an approach to the study of boundary value problems, based on their reduction to integral equations. The problem is reduced to a Volterra integral equation of the second kind by inverting the differential part. We also carried out a study the limit cases for the fractional derivative order of the term with a load in the heat equation of the boundary value problem. It is shown that the existence and uniqueness of solutions to the integral equation depends on the order of the fractional derivative in the loaded term.

**Keywords:** loaded equation, fractional derivative, heat equation, Volterra integral equation, special function.

**Introduction**

The study of fractional differential equations was actively carried out as in previous decades [1–4], and now interest in this area continues to grow [5–7]. This is due both to the development of the fractional integration and differentiation theory, as well as applications of the apparatus of fractional integration and differentiation in various fields of science. The physical interpretation for fractional differential equations was considered in [3] from the point of view of the Riemann-Liouville’s derivatives, as well as in [4]. In [6] a boundary value problem with integral conditions is considered for one class of fractional differential equations involving impulses. Some results of the existence of a solution for higher order differential equations with integral conditions can be found in [5]. Also an important section in the theory of differential equations is the class of loaded equations: $Ku = Lu(x) + Mu(x) = f(x)$ in a domain $Q$ from $R^n$, where $L$ is a differential operator, and $M$ is a differential or integro-differential operator, including the operation of taking the trace of the function $u(x)$ on manifolds from the closure $Q$ of dimension strictly less than $n$. Solving many important problems, for example, on the optimal management of the agroecosystem, is reduced to the study of such equations. In [8] on numerous examples A.M. Nakhushev showed the practical and theoretical importance of studies on loaded equations. In the papers of M.T. Jenaliev and students of his scientific school, the theory of loaded equations was further developed [9–12]. In [11], [12] loaded differential equations are interpreted as weak or strong perturbations of differential equations.

Of interest are boundary value problems for the fractionally loaded heat equation when the loaded term is presented in the form of a fractional derivative. The goal of papers [13–14] is to clarify the character of the fractional load on the solvability issues of the first boundary value problem for the heat equation, the load moves with a constant velocity. The loaded term is the trace of the fractional order derivative on the manifold $x = t$, namely, the loaded term is represented as a Riemann-Liouville fractional derivative. The resulting Volterra singular integral equation has a nonempty spectrum for certain values of the fractional derivative order. In the papers [15–16] the loaded term is represented in the form of the Caputo fractional derivative with respect to the time variable and the spatial variable, and the order of the derivative in the loaded term is less than the order of the differential part.

In this paper, we study a boundary value problem for a fractionally loaded heat equation (the loaded term of the equation is represented as a Riemann-Liouville fractional derivative, the load moves according to an arbitrary law). The boundary value problem is reduced to a Volterra integral equation of the second kind with a kernel containing a special function, namely, the degenerated hypergeometric Tricomi function. The limiting cases of the order of the fractional derivative in the term with the equation load are also investigated, and continuity in the order of the fractional derivative is shown. The solvability of the integral equation in the class of continuous functions is established depending on the nature of the load for small values of time.

*Corresponding author.
E-mail: isagyndyk@mail.ru
1 Basic definitions and some background

Let us first recall some previously known concepts and results. The first one is the definition of the Riemann–Liouville fractional derivative.

**Definition 1 ([11]).** Let \( f(t) \in L_1[a, b] \). Then, the Riemann-Liouville derivative of the order \( \beta \) is defined as follows

\[
rD_{a,t}^\beta f(t) = \frac{1}{\Gamma(n - \beta)} \frac{d^n}{dt^n} \int_a^t \frac{f(\tau)}{(t - \tau)^{\beta + n - 1}} d\tau, \quad \beta, a \in \mathbb{R}, \quad n - 1 < \beta < n.
\]  

(1)

When \( a = 0, \ n = 1 \) we have:

\[
rD_{0,t}^\beta f(t) = \frac{1}{\Gamma(1 - \beta)} \frac{d}{dt} \int_0^t \frac{f(\tau)}{(t - \tau)^\beta} d\tau.
\]  

(2)

From formula (1) it follows that

\[
rD_{0,t}^\beta f(t) = f(t), \quad rD_{a,t}^\beta f(t) = f^{(n)}(t), \quad n \in \mathbb{N}.
\]  

(3)

We also give definitions and some properties of special functions that arise in the study of boundary value problem posed in the work.

\[
\text{erf} = \frac{2}{\sqrt{\pi}} \int_0^z \frac{\exp(-\zeta^2)}{\zeta} d\zeta \quad \text{is the integral of probabilities;}
\]

\[
\text{erfc} = \frac{2}{\sqrt{\pi}} \int_z^\infty \frac{\exp(-\zeta^2)}{\zeta} d\zeta \quad \text{is the additional integral of probabilities.}
\]

**Definition 2 ([17; 119])** Linearly independent solutions of the equation

\[
[zD^2 + (c - z)D - a] \omega(z) = 0, \quad D = \frac{d}{dz}
\]

are functions \( \Phi(a, c; z) \) and \( \Psi(a, c; z) \), where \( \Phi(a, c; z) \) is the degenerate hypergeometric function:

\[
\Phi(a, c; z) = 1 + a z + a(a + 1) \frac{z^2}{c(c + 1)} + a(a + 1)(a + 2) \frac{z^3}{c(c + 1)(c + 2)} + \ldots
\]

and \( \Psi(a, c; z) \) is Tricomi degenerate hypergeometric function [18; 1072]:

\[
\Psi(a, c; z) = \frac{\Gamma(1 - c)}{\Gamma(a - c + 1)} \Phi(a, c; z) + \frac{\Gamma(c - 1)}{\Gamma(a)} z^{1-c} \Phi(a - c + 1, 2 - c; z).
\]

Tricomi degenerate hypergeometric function can be represented as an integral ([19; 365], formula 72.2 (7)):

\[
\Psi(a, c; z) = \frac{1}{\Gamma(a)} \int_0^\infty \xi^{a-1} (1 + \xi)^{c-a-1} e^{-\xi} d\xi, \quad [\text{Re} \ a > 0].
\]  

(4)

For large values \( z \), an asymptotic formula holds ([17; 127], formula 4.7 (1)):

\[
\Psi(a, c; z) \sim z^{-a} F_0 \left( a, 1 + a - c; -\frac{1}{z}, \right),
\]

(5)

where \( z \to \infty, \ |\text{arg} z| \leq \frac{3\pi}{2} - \epsilon, \ \epsilon > 0 \),

where \( F_0 (a, 1 + a - c; -\frac{1}{z}) \) is a generalized hypergeometric series defined by the formula [17; 136]

\[
pF_q (a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z) = \sum_{k=0}^\infty \frac{(a_1)_k (a_2)_k \cdots (a_p)_k}{(b_1)_k (b_2)_k \cdots (b_q)_k} \frac{z^k}{k!}
\]

where

\[
(a)_k = \frac{\Gamma(a + k)}{\Gamma(a)}
\]

is the Pochhammer symbol.
Degenerate hypergeometric functions for some values of its arguments are related to a parabolic cylinder function (Weber function) $D_{\nu}(z)$ [17; 212]

$$D_{\nu}(z) = 2^{\nu-1/2} e^{-z^2} \Psi \left( \frac{1-\nu}{2} , \frac{3z^2}{2} \right) =$$

$$= 2^{\nu} e^{-z^2} \left\{ \frac{\sqrt{\pi}}{\Gamma \left( \frac{1-\nu}{2} \right)} \Phi \left( -\nu ; \frac{1}{2} , \frac{z^2}{2} \right) - \frac{\sqrt{2\pi}z}{\Gamma \left( \frac{-\nu}{2} \right)} \Phi \left( 1-\nu ; \frac{3z^2}{2} \right) \right\} . \quad (6)$$

Formula (6) is the definition of a parabolic cylinder function $D_{\nu}(z)$.

There is also a representation of the Tricomi degenerate hypergeometric function in terms of the Whittaker function $W_{\lambda,\mu}(z)$ ([19; 264] formula 2.20):

$$\Psi \left( a, b; z \right) = z^{-\frac{1}{2}} e^{\frac{b}{2} z} W_{\frac{1}{2} - a, \frac{1}{2} + b} \left( z \right) . \quad (7)$$

For the function $W_{\lambda,\mu}(z)$ $z = 0$ is a branch point, a $z = \infty$ is an essentially singular point [18; 1074]. Therefore, we will consider this function only for $| \arg z | < \pi$.

The natural development of fractional calculus is the theory of differential equations with fractional derivatives. At the first stage of the study, we will use the method of integral equations, in which the boundary value problem is reduced to solving the corresponding integral equation with further transformation of the kernel of the obtained equation. Such methods make it possible to formulate boundary value problems more compactly than differential equations, taking into account all the conditions of the problem.

The considered problem is reduced to an integral equation by inverting the differential part.

It’s known [20; 57] that in the domain $Q = \{(x, t) \mid x > 0, \ t > 0\}$ the solution to the boundary value problem of heat conduction

$$u_t = \alpha^2 u_{xx} + F(x, t),$$

$$u|_{t=0} = f(x), \ u|_{x=0} = g(x),$$

is described by the formula

$$u(x, t) = \int_0^\infty G(x, \xi, t) f(\xi) d\xi + \int_0^t H(x, t - \tau) g(\tau) d\tau +$$

$$+ \int_0^t \int_0^\infty G(x, \xi, t - \tau) F(\xi, \tau) d\xi d\tau , \quad (8)$$

where

$$G(x, \xi, t) = \frac{1}{2\sqrt{\pi} \alpha t} \exp \left( -\frac{(x - \xi)^2}{4\alpha t} \right) - \exp \left( -\frac{(x + \xi)^2}{4\alpha t} \right) ,$$

$$H(x, t) = \frac{1}{2\sqrt{\pi} \alpha t^{3/2}} \exp \left( -\frac{x^2}{4\alpha t} \right) .$$

The Green function $G(x, \xi, t - \tau)$ satisfies the relation

$$\int_0^\infty G(x, \xi, t - \tau) d\xi = erf \left( \frac{x}{2\sqrt{t - \tau}} \right) . \quad (9)$$

2 Statement of the fractionally loaded boundary value problem of heat conduction

In the domain $Q = \{(x, t) \mid x > 0, \ t > 0\}$ we consider the problem

$$u_t - u_{xx} + \lambda \{rD_{0,t}u(x, t)\} \big|_{x=\gamma(t)} = f(x, t) , \quad (10)$$

$$u|_{x=0} = 0, \ u|_{x=\gamma(t)} = 0 , \quad (11)$$

where $\lambda$ is a complex parameter, $rD_{0,t}u(x, t)$ is the Riemann-Liouville derivative (2) of an order $\beta$, $0 < \beta < 1$, $\gamma(t)$ is a continuous increasing function, $\gamma(0) = 0$.

The problem is studied in the class of continuous functions.
3 Reducing the boundary value problem to an integral equation

Lemma 1. The boundary value problem (10)–(11) is equivalently reduced to a Volterra integral equation of the second kind with a kernel that contains a special function.

Proof. We invert the differential part of problem (10)–(11) by formula (8):

\[
 u(x, t) = -\lambda \int_0^t \int_0^\infty G(x, \xi, t-\tau) \left\{ \frac{1}{\Gamma(1-\beta)} \frac{d}{d\tau} \int_0^\tau \frac{u(\xi, \theta)}{(\tau-\theta)\beta} d\theta \right\} d\xi d\tau + \\
 + \int_0^t \int_0^\infty G(x, \xi, t-\tau) f(\xi, \tau) d\xi d\tau.
\]

Taking into account relation (9) and introducing the notation

\[
 f_1(x, t) = \int_0^t \int_0^\infty G(x, \xi, t-\tau) f(\xi, \tau) d\tau
\]

we get the following representation of the solution to the problem (10)–(11):

\[
 u(x, t) = -\lambda \int_0^t \int_0^\infty \text{erf} \left( \frac{x}{\sqrt{2(1-\beta)\tau}} \right) \mu(\tau) d\tau + f_1(x, t),
\]

where

\[
 \mu(t) = rD_{0,t}^{\beta} u(x, t) \bigg|_{x=\gamma(t)} = -\frac{1}{\Gamma(1-\beta)} \frac{d}{dt} \int_0^\tau \frac{u(\xi, \theta)}{(\tau-\theta)\beta} d\theta \bigg|_{\xi=\gamma(t)}.
\]

From (13) we take the derivative of the order \( \beta \) with respect to the variables \( t \) on both sides and put \( x = \gamma(t) \). On the left side, we get the function \( \mu(t) \). We also introduce the notation according to formula (14)

\[
 f_2(t) = rD_{0,t}^{\beta} f_1(x, t) \bigg|_{x=\gamma(t)} = -\frac{1}{\Gamma(1-\beta)} \frac{d}{dt} \int_0^\tau \frac{f_1(x, \tau)}{(t-\tau)\beta} d\tau \bigg|_{x=\gamma(t)}.
\]

We first calculate the derivative:

\[
 J(t, x, \beta) = \frac{d}{dt} \int_0^t \frac{1}{(t-\tau)^\beta} \left( \int_0^\tau \text{erf} \left( \frac{x}{\sqrt{2(1-\beta)\theta}} \right) \mu(\theta) d\theta \right) d\tau = \left\| \frac{0 \leq \theta \leq \tau}{0 \leq \tau \leq t} \right\| = \\
 = \frac{d}{dt} \int_0^t \mu(\theta) \left( \int_0^t \frac{1}{(t-\tau)^\beta} \text{erf} \left( \frac{x}{\sqrt{2(1-\beta)(t-\theta)}} \right) d\tau \right) d\theta = \frac{d}{dt} \int_0^t \mu(\theta) I(x, t, \theta, \beta) d\theta,
\]

where

\[
 I(x, t, \theta, \beta) = \int_0^t \frac{1}{(t-\tau)^\beta} \text{erf} \left( \frac{x}{\sqrt{2(1-\beta)(t-\theta)}} \right) d\tau.
\]

We calculate \( I(x, t, \theta, \beta) \).

\[
 I(x, t, \theta, \beta) = \int_0^t \frac{1}{(t-\tau)^\beta} \frac{2}{\sqrt{\pi}} \int_0^{\frac{z}{\sqrt{t-\tau}}} e^{-z^2} d\tau dz = \\
 = \frac{2}{\sqrt{\pi}} \int_0^{\frac{x^2}{t}} \int_0^t \frac{1}{(t-\tau)^\beta} e^{-z^2} d\tau dz + \frac{2}{\sqrt{\pi}} \int_t^{\infty} \int_0^{\frac{t+\frac{x^2}{t}}{t-\tau}} \frac{1}{(t-\tau)^\beta} e^{-z^2} d\tau dz = \\
 = \frac{2}{\sqrt{\pi}(\beta-1)} \int_0^{\frac{x^2}{t}} e^{-z^2} \left( 0 - (t-\theta)^{1-\beta} \right) dz + \frac{2}{\sqrt{\pi}(\beta-1)} \int_{\frac{x^2}{t}}^{+\infty} e^{-z^2} \times \\
 \times \left( \left( t - \theta - \frac{x^2}{4z^2} \right) - (t-\theta)^{1-\beta} \right) dz = \frac{2}{\sqrt{\pi}(1-\beta)} \int_0^{\frac{x^2}{t}} e^{-z^2} dz +
\]
after differentiation operation equality (16) can be rewritten as:

\[ + \frac{2 (t - \theta)^{1-\beta}}{\sqrt{\pi} (1 - \beta)} \int_{x}^{+\infty} e^{-z^2} dz + \frac{2}{\sqrt{\pi} (\beta - 1)} \int_{x}^{(\beta - 1)} e^{-z^2} \left( t - \theta - \frac{x^2}{4z^2} \right)^{1-\beta} dz = \]

\[ = \frac{(t - \theta)^{1-\beta}}{1 - \beta} + \frac{2}{\sqrt{\pi} (\beta - 1)} I_1 (x, t, \theta, \beta), \]

where

\[ I_1 (x, t, \theta, \beta) = \int_{x}^{+\infty} e^{-z^2} \left( t - \theta - \frac{x^2}{4z^2} \right)^{1-\beta} dz = \]

\[ = \frac{(t - \theta)^{1-\beta}}{2} \int_{x}^{+\infty} e^{-z^2} z^{2\beta - 2} \left( z^2 - \frac{x^2}{2\sqrt{t - \theta}} \right)^{1-\beta} dz = \int_{x}^{+\infty} e^{-z^2} z^{2\beta - 2} \left( z - \frac{x^2}{2\sqrt{t - \theta}} \right)^{1-\beta} dz = \int_{x}^{(\beta - 1)} e^{-z^2} \left( z - \frac{x^2}{2\sqrt{t - \theta}} \right)^{1-\beta} dz. \]

To calculate the last integral, we use the formula 2.3.4 (6) from [21; 261]. Then we obtain

\[ I_1 (x, t, \theta, \beta) = \frac{(t - \theta)^{1-\beta}}{2} \frac{x}{2\sqrt{t - \theta}} \exp \left( -\frac{x^2}{4(t - \theta)} \right) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \theta)} \right), \]

where \( \Psi (a, c; z) \) is Tricomi degenerate hypergeometric function [18; 1072].

Substituting (19) into (18), we get an expression for (17)

\[ I (x, t, \theta, \beta) = \frac{(t - \theta)^{1-\beta}}{1 - \beta} - \frac{x}{2\sqrt{t - \theta}} \frac{\Gamma (1 - \beta) (t - \theta)^{1-\beta}}{2\Gamma (2 - \beta)} \exp \left( -\frac{x^2}{4(t - \theta)} \right) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \theta)} \right). \]

By virtue of the asymptotic formula (5) (as \( t \to \tau \)) and

\[ \lim_{t \to \tau} (t - \tau)^{\frac{1}{2} - \beta} \exp \left( -\frac{x^2}{4(t - \tau)} \right) = 0 \]

after differentiation operation equality (16) can be rewritten as:

\[ J (t; x; \beta) = \int_{0}^{t} \mu (t) \frac{d}{dt} \left[ (t - \tau)^{1-\beta} - \frac{x}{2\sqrt{t - \theta}} \frac{\Gamma (1 - \beta) (t - \tau)^{1-\beta}}{2\Gamma (2 - \beta)} \right. \times \exp \left( -\frac{x^2}{4(t - \tau)} \right) \left. \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right) \right] d\tau. \]

Let us introduce the notation \( z = \frac{x^2}{2(t - \tau)} \Rightarrow t - \tau = \frac{x^2}{4z} \).

Then

\[ (t - \tau)^{\frac{1}{2} - \beta} \exp \left( -\frac{x^2}{4(t - \tau)} \right) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right) = \frac{x^{1-2\beta}}{2^{1-2\beta}} z^{\beta - \frac{1}{2}} \exp (-z) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right). \]

To calculate the derivative in the second term of equality (20), we use formula (41) from [19; 368] when \( n = 1 \):

\[ \frac{d}{dt} \left( (t - \tau)^{\frac{1}{2} - \beta} \exp \left( -\frac{x^2}{4(t - \tau)} \right) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right) \right) = \]

\[ = \frac{x^{1-2\beta}}{2^{1-2\beta}} \frac{d}{dz} \left( z^{\beta - \frac{1}{2}} \exp (-z) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right) \right) dz = \]

\[ = -\frac{x^{1-2\beta}}{2^{1-2\beta}} z^{\beta - \frac{1}{2}} \exp (-z) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right) \left(-\frac{x}{4(t - \tau)^2}\right) = \]

\[ = \frac{1}{(t - \tau)^{\beta + \frac{1}{2}}} \exp \left( -\frac{x^2}{4(t - \tau)} \right) \Psi \left( 1 - \beta; \frac{3}{2}; \frac{x^2}{4(t - \tau)} \right). \]
Then expression (20) can be rewritten as:

$$J(t; x; \beta) = \int_0^t \mu(\tau) \left[ \frac{1}{(t-\tau)\beta^2} - \frac{x^2}{2\sqrt{\pi} (t-\tau)^{\beta+\frac{1}{2}}} \exp \left(-\frac{x^2}{4(t-\tau)}\right) \Psi \left(1-\beta; \frac{3}{2}; \frac{x^2}{4(t-\tau)}\right) \right] d\tau. \quad (21)$$

Now from (13) after taking the fractional derivative of order $\beta$ and substituting $x = \gamma(t)$ taking into account the notation (14) and (21) we obtain the integral equation:

$$\mu(t) + \frac{\lambda}{\Gamma(1-\beta)} \int_0^t \frac{\mu(\tau)}{(t-\tau)^\beta} d\tau - \frac{\lambda}{2\sqrt{\pi}} \int_0^t \frac{\gamma(t)}{(t-\tau)^{\beta+\frac{1}{2}}} \exp \left(-\frac{\gamma^2(t)}{4(t-\tau)}\right) \times$$

$$\times \Psi \left(1-\beta; \frac{3}{2}; \frac{\gamma^2(t)}{4(t-\tau)}\right) \mu(\tau) d\tau = f_2(t),$$

where $\Psi(a, b, y)$ is the Tricomi degenerate hypergeometric function that can be represented as an integral (4).

4 Continuity in the order of the derivative in the loaded term of the problem

**Lemma 2.** For boundary value problem (10)–(11) there is continuity in the order $\beta$ of the derivative in the loaded term of the problem.

**Proof.** We consider the limiting cases for the fractional derivative order of the term with the load in the equation (10).

1. $\beta = 0$. Then from (2) and (3) we have

$$D_{0+}^\beta u(x, t) \big|_{x=\gamma(t)} = u(x, t) \big|_{x=\gamma(t)} = u(\gamma(t), t).$$

From (10)–(11) we get a boundary value problem when $\beta = 0$:

$$\begin{cases}
  u_t - u_{xx} + \lambda u(t) = f(x, t), \\
  u(x, 0) = 0; \quad u(0, t) = 0,
\end{cases}$$

where $\mu(t) = u(\gamma(t), t)$.

We write down its solution inverting the differential part by formula (8):

$$u(x, t) = -\lambda \int_0^t \text{erf} \left(\frac{x}{2\sqrt{t-\tau}}\right) \mu(\tau) d\tau + f_1(x, t), \quad (24)$$

where

$$f_1(x, t) = \int_0^t \int_0^\infty G(x, \xi, t-\tau) f(\xi, \tau) d\xi d\tau.$$
The function under the limit sign is definite and continuous for \( \beta = 0 \), therefore, we can make the passage to the limit taking into account formula (4) and formula 2.3.4 (5) [21; 260]:

\[
\lim_{\beta \to 0+0} K_{\beta} (t, \tau) = 1 - \frac{\gamma (t)}{2 \sqrt{\pi} \sqrt{t - \tau}} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \right) \Psi \left( 1, \frac{3}{2} \frac{\gamma^2 (t)}{4 (t - \tau)} \right) = \\
= 1 - \frac{\gamma (t)}{2 \sqrt{\pi} \sqrt{t - \tau}} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \right) \int_0^\infty (1 + \xi)^{-1/2} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \xi \right) d\xi = \\
= 1 - e^{rfc} \left( \frac{\gamma (t)}{2 \sqrt{t - \tau}} \right) = e^{rf} \left( \frac{\gamma (t)}{2 \sqrt{t - \tau}} \right).
\]

So, \( \lim_{\beta \to 0+0} K_{\beta} (t, \tau) = e^{rf} \left( \frac{\gamma (t)}{2 \sqrt{t - \tau}} \right) \). Then equation (22) coincides with equation (25) for \( \beta = 0 \).

II. \( \beta = 1 \). Then from (2) and (3) we have

\[
D_{0,t}^1 u (x, t) \big|_{x=\gamma(t)} = \frac{du (x, t)}{dt} \big|_{x=\gamma(t)} = u_t (x, t) \big|_{x=\gamma(t)}. 
\]

From (10)–(11) we get a boundary value problem when \( \beta = 1 \):

\[
\left\{ \begin{array}{l} u_t - u_{xx} + \lambda \mu (t) = f (x, t), \\
u (x, 0) = 0; \ u (0, t) = 0. \end{array} \right.
\]

where \( \mu (t) = u_t (x, t) \big|_{x=\gamma(t)} \).

We write down its solution inverting the differential part by formula (8):

\[
u (x, t) = -\lambda \int_0^t \left\{ \mu (t) + \int_0^t \frac{2}{\sqrt{\pi}} \exp \left( - \frac{x^2}{4 (t - \tau)} \right) - \frac{x}{4 (t - \tau)^{3/2}} \right\} \mu (\tau) d\tau \right\} + f_1 (x, t),
\]

where the function \( f_1 (x, t) \) is defined by formula (12).

We calculate the derivative with respect to \( t \) of (26):

\[
u_t (x, t) = -\lambda \left\{ \frac{\mu (t)}{1 + \frac{1}{2} \sqrt{\frac{4 (t - \tau)}{\pi}}} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \right) + f_1 (x, t) \right\}.
\]

Substituting \( x = \gamma (t) \) and taking into account the notation \( u_t (x, t) \big|_{x=\gamma(t)} = \mu (t) \) we obtain the Volterra integral equation of the second kind:

\[
\mu (t) - \frac{\lambda}{1 + 2 \sqrt{\frac{4 (t - \tau)}{\pi}}} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \right) \mu (\tau) d\tau = f_2 (t),
\]

where \( f_2 (t) = \frac{1}{\pi x^{3/2}} f_1 (\gamma (t), t) \).

Taking into account formula (4) and the well-known relation \( \lim_{\alpha \to 0} \Gamma (\alpha) = \infty \) when taking the limit at \( \beta \to 1 - 0 \) from (23) we get:

\[
\lim_{\beta \to 1-0} K_{\beta} (t, \tau) = \frac{\gamma (t)}{2 \sqrt{\pi} \sqrt{t - \tau}} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \right) \times \\
\times \lim_{\beta \to 1-0} \frac{1}{\Gamma (1 - \beta)} \int_0^\infty \xi^{-\beta} (1 + \xi)^{\beta - 1} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \xi \right) d\xi. 
\]

To calculate the limit integral, we use the formula (12) from [21; 262].

Then the limit relation (28) can be rewritten as:

\[
\lim_{\beta \to 1-0} K_{\beta} (t, \tau) = -\frac{1}{\sqrt{\pi} (t - \tau)} \exp \left( - \frac{\gamma^2 (t)}{8 (t - \tau)} \right) \lim_{\beta \to 1-0} \frac{2^{1/2 - \beta} \Gamma (1 - \beta)}{\Gamma (1 - \beta) \Gamma (2 - \beta)} D_{2\beta - 1} \left( \frac{\gamma (t)}{\sqrt{2 (t - \tau)}} \right) = \\
= -\frac{2^{-\beta}}{\sqrt{\pi} (t - \tau)} \exp \left( - \frac{\gamma^2 (t)}{8 (t - \tau)} \right) D_1 \left( \frac{\gamma (t)}{\sqrt{2 (t - \tau)}} \right) = -\frac{\gamma (t)}{2 \sqrt{\pi} (t - \tau)^{3/2}} \exp \left( - \frac{\gamma^2 (t)}{4 (t - \tau)} \right).
\]
Here, for the parabolic cylinder function \( D_{2\beta-1}(z) \), we used formula 9.251 from [18; 1080] when \( \beta = 1 \):

\[
D_1(z) = -e^{\frac{z^2}{4}} \frac{d}{dz} \left( e^{-\frac{z^2}{4}} \right) = ze^{-\frac{z^2}{4}}.
\]

So for equation (22)

\[
\lim_{\beta \to 1} K_\beta(t, \tau) = -\frac{\gamma(t)}{2\sqrt{\pi} (t-\tau)^{3/2}} \exp \left(-\frac{\gamma^2(t)}{4(t-\tau)} \right).
\]

The obtained result coincides with the kernel of integral equation (27).

Lemma 2 is completely proved.

5 Connection of the singularities of the integral equation kernel with the fractional derivative order in the problem loaded term and with the load behavior. Main result

To establish the main result of the paper we investigate kernel (23) of integral equation (22), which has singularities for \( \tau = t \) and \( t = 0 \).

Direct investigation of kernel (23) is difficult, since the kernel contains the degenerate hypergeometric Tricomi function. Therefore we find

\[
\lim_{t \to 0+} \int_0^t K_\beta(t, \tau) d\tau.
\]

Theorem. Integral equation (22) with kernel (23) for \( 0 \leq \beta < 1 \) and with \( \gamma(t) \sim t^\omega \) in the neighborhood of \( t = 0 \) is uniquely solvable in the class of continuous functions for any continuous right-hand side \( f_2(t) \) defined by formula (15), if \( \frac{1}{2} \leq \omega < 1 - 2\beta \) or \( 0 \leq \omega < \frac{1}{2} \), \( 0 \leq \beta \leq 1 \).

Proof. We have

\[
\int_0^t K_\beta(t, \tau) d\tau = \frac{1}{\Gamma(1-\beta)} \int_0^t \frac{d\tau}{(t-\tau)^{\beta}} - \frac{\gamma(t)}{2\sqrt{\pi}} \int_0^t \frac{1}{(t-\tau)^{\beta+\frac{1}{2}}} \exp \left(-\frac{\gamma^2(t)}{4(t-\tau)} \right) \Psi \left( 1-\beta; \frac{3}{2}; \frac{\gamma^2(t)}{4(t-\tau)} \right) d\tau
\]

and when \( 0 \leq \beta < 1 \):

\[
\int_0^t \frac{d\tau}{(t-\tau)^{\beta}} = \frac{1}{1-\beta} t^{1-\beta}.
\]

To calculate the integral in the 2nd term of expression (29), we use the representation of the Tricomi function in terms of the Whittaker function by formula (7):

\[
\Psi \left( 1-\beta; \frac{3}{2}; \frac{\gamma^2(t)}{4(t-\tau)} \right) = \left( \frac{\gamma^2(t)}{4(t-\tau)} \right)^{-\frac{\beta}{2}} \exp \left( \frac{\gamma^2(t)}{8(t-\tau)} \right) W_{\beta-\frac{3}{4}} \left( \frac{\gamma^2(t)}{4(t-\tau)} \right).
\]

Then the integral in the 2nd term of the expression (29) takes the form

\[
I(t, \beta) = \int_0^t \frac{1}{(t-\tau)^{2+\frac{\beta}{2}}} \exp \left(-\frac{\gamma^2(t)}{4(t-\tau)} \right) \Psi \left( 1-\beta; \frac{3}{2}; \frac{\gamma^2(t)}{4(t-\tau)} \right) d\tau =
\]

\[
= \frac{2^{1/2}}{(\gamma(t))^{3/2}} \int_0^t (t-\tau)^{-\frac{1}{2}-\beta} \exp \left(-\frac{\gamma^2(t)}{8(t-\tau)} \right) W_{\beta-\frac{3}{4}} \left( \frac{\gamma^2(t)}{4(t-\tau)} \right) d\tau =
\]

\[
= \frac{2^{3\beta-1}}{(\gamma(t))^{23/2}} \int_{\frac{1}{\gamma(t)}}^{\infty} z^{-\frac{\beta}{4}} e^{-\frac{\gamma^2(t)}{4z}} W_{\beta-\frac{3}{4}} \left( \frac{\gamma^2(t)}{4z} \right) dz = \frac{2^{3/2} t^{\frac{\beta}{2}-\beta}}{(\gamma(t))^{3/2}} \exp \left(-\frac{\gamma^2(t)}{8t} \right) W_{\beta-\frac{3}{4}} \left( \frac{\gamma^2(t)}{4t} \right).
\]

In the calculation, we have introduced the replacement \( z = \frac{\gamma^2(t)}{4(t-\tau)} \), and used formula 2.19.5 (13) from [19; 217].

Let \( \gamma(t) \sim t^\omega \) when \( t \to 0+ \). Then (31) can be rewritten as (in the neighborhood of the point \( t = 0 \)):

\[
I(t; \beta) = 2^{3/2} t^{\frac{\beta}{2}-\beta-\frac{3}{4}} \exp \left(-\frac{1}{8} t^{2\omega-1} \right) W_{\beta-\frac{3}{4}} \left( \frac{1}{4} t^{2\omega-1} \right).
\]
For Whittaker function, we use formula 7.2.2 (5) from [19; 366]:

\[
W_{\beta - \frac{1}{2}, \frac{1}{4}} \left( \frac{1}{4} t^{2 \omega - 1} \right) = 2^{-\frac{3}{4}} 2^\frac{1}{4} t^{\frac{1}{2} \omega - \frac{3}{4}} \exp \left( -\frac{1}{8} t^{2 \omega - 1} \right) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{1}{4} t^{2 \omega - 1} \right).
\]

Then

\[
I (t; \beta) = 2^{\frac{1}{4} - \beta - \omega} \exp \left( -\frac{1}{4} t^{2 \omega - 1} \right) \Psi \left( 2 - \beta; \frac{3}{2}; \frac{1}{4} t^{2 \omega - 1} \right).
\]

For Tricomi function \( \Psi (a, b, z) \), we use representation (4) and then we apply formula (12) from [21; 262]:

\[
I (t; \beta) = \frac{2^{\frac{1}{4} - \beta - \omega}}{\Gamma (2 - \beta)} \exp \left( -\frac{1}{4} t^{2 \omega - 1} \right) \int_0^{\infty} \xi^{1 - \beta} (1 + \xi)^{\beta - \frac{1}{2}} \exp \left( -\frac{1}{8} t^{2 \omega - 1} \xi \right) d\xi = 2^{\frac{1}{4} - \beta} t^{1 - 2 \beta - 2 \omega} \exp \left( -\frac{1}{8} t^{2 \omega - 1} \right) D_{2 \beta - 3} \left( \frac{1}{\sqrt{2}} t^{\omega - \frac{1}{2}} \right).
\]

So, substituting (30) and (32) into (29), we get

\[
\int_0^t K_\beta (t, \tau) d\tau = \frac{t^{1 - \beta}}{\Gamma (2 - \beta)} - \frac{2^{\frac{1}{4} - \beta}}{\sqrt{\pi}} t^{1 - 2 \beta - 2 \omega} \exp \left( -\frac{1}{8} t^{2 \omega - 1} \right) D_{2 \beta - 3} \left( \frac{1}{\sqrt{2}} t^{\omega - \frac{1}{2}} \right).
\]

Cases are possible (when \( 0 \leq \beta < 1 \)):

1) \( 2 \omega - 1 > 0 \). If \( 0 \leq \beta < 1 \), then \(-1 - 2 \beta - \omega < \frac{1}{2}\). We first calculate \( D_{2 \beta - 3} (0) \) using formula 8.3 (1) from [22; 125] and formula 194 (3) from [18; 299].

\[
D_{2 \beta - 3} (0) = \frac{2^{\beta - \frac{1}{2}}}{\Gamma (\frac{2}{2} - \beta)} \int_0^\infty t^{\frac{1}{2} - \beta} (1 + t)^{\beta - 2} dt = \frac{2^{\beta - \frac{1}{2}}}{\Gamma (\frac{3}{2} - \beta)} B \left( 3 - \beta; \frac{1}{2} \right) = \frac{2^{\beta - \frac{3}{2}} \sqrt{\pi}}{\Gamma (2 - \beta)}.
\]

Then from (33) when \( \omega > \frac{1}{2} \) and \( 1 - 2 \beta - \omega > 0 \) \( (0 \leq \beta < 1) \) we have:

\[
\lim_{t \to 0} \int_0^t K_\beta (t, \tau) d\tau = \begin{cases} 0; & \text{if } 1 - 2 \beta - \omega > 0, \omega > \frac{1}{2}, 0 \leq \beta < 1; \\ -\frac{1}{\Gamma (2 - \beta)}; & \text{if } 1 - 2 \beta - \omega = 0, \omega > \frac{1}{2}, 0 \leq \beta < 1; \\ \infty; & \text{if } 1 - 2 \beta - \omega < 0, \omega > \frac{1}{2}, 0 \leq \beta < 1. \end{cases}
\]

We consider the case \( \beta = 1 \). It was shown above that

\[
K_1 (t, \tau) = -\frac{\gamma (t)}{2 \sqrt{\pi} (t - \tau)^{3/2}} \exp \left( -\frac{\gamma^2 (t)}{4 (t - \tau)} \right).
\]

If \( \gamma (t) \sim t^\omega \) at \( t \to 0 + 0 \) then

\[
\int_0^t K_1 (t, \tau) d\tau = -\int_0^t \frac{t^\omega}{2 \sqrt{\pi} (t - \tau)^{3/2}} \exp \left( -\frac{t^{2 \omega}}{4 (t - \tau)} \right) d\tau.
\]

After introducing the replacement

\[
z = \sqrt{\frac{t^{2 \omega}}{4 (t - \tau)}}, \quad t - \tau = \frac{t^{2 \omega}}{2 \pi} dz;
\]

\[
\tau = 0 \Rightarrow z = \frac{1}{2} t^{\frac{2 \omega - 1}{2}}, \quad \tau = t \Rightarrow z \to +\infty
\]

integral (35) takes the form:

\[
\int_0^t K_1 (t, \tau) d\tau = -\frac{t^\omega}{2 \sqrt{\pi}} \int_{\frac{1}{2} t^{\frac{2 \omega - 1}{2}}}^{1} 2^{\frac{3}{2}} \frac{t^{2 \omega}}{2 \pi} \exp (-z^2) dz = -\text{erfc} \left( \frac{1}{2} t^{\frac{2 \omega - 1}{2}} \right).
\]

Then

\[
\lim_{t \to 0+0} \int_0^t K_1 (t, \tau) d\tau = \begin{cases} -1; & \text{if } \omega > \frac{1}{2}; \\ 0; & \text{if } 0 \leq \omega < \frac{1}{2}. \end{cases}
\]
By the condition stated, the function \( \gamma(t) \) increases in the domain \( \tilde{Q} \) and \( \gamma(0) = 0 \). Therefore, the case \( \omega < 0 \) is not considered.

Consider the case \( 0 < \omega < \frac{1}{2} \) and \( 0 \leq \beta < 1 \). Then in (33) argument of the parabolic cylinder function \( \rightarrow +\infty \) if \( t \rightarrow 0 + 0 \). Since there is an asymptotic expansion of the function (see formula 9.246 (1) [18; 1079]) we obtain

\[
\lim_{t \to 0+0} \int_{t}^{\infty} K_{\beta} (t, \tau) d\tau = \lim_{t \to 0+0} \frac{t^{1-\beta}}{\Gamma(2 - \beta)} - \frac{\sqrt{t}}{2\sqrt{\pi}} \lim_{t \to 0+0} t^{\frac{1}{2} - 2\omega(1 - \beta) - 3\beta} \exp \left( -\frac{1}{4t^{1-\omega}} \right) = 0. \quad (37)
\]

It remains to investigate the case \( \omega = \frac{1}{2} \) for different values \( \beta \).

Let be \( 0 \leq \beta < 1 \). For \( x = \gamma(t) = \sqrt{t} \) equation (22) has the kernel:

\[
K_{\beta} (t, \tau) = \frac{1}{\Gamma(1 - \beta)} (t - \tau)^{\beta} - \frac{\sqrt{t}}{2\sqrt{\pi}} \frac{(t - \tau)^{\beta + \frac{1}{2}}}{\pi^{\frac{1}{2}}} \exp \left( -\frac{t}{4(t - \tau)} \right) \Psi \left( 1 - \beta; \frac{3}{2}; \frac{t}{4(t - \tau)} \right) \quad (38)
\]

and the right side according to formula (15) when \( x = \sqrt{t} \). Kernel (38) has singularities at \( \tau = t \) and \( t = 0 \). We find

\[
\int_{0}^{t} K_{\beta} (t, \tau) d\tau = \frac{t^{1-\beta}}{\Gamma(2 - \beta)} - \frac{\sqrt{t}}{2\sqrt{\pi}} \int_{0}^{t} \frac{1}{(t - \tau)^{\beta + \frac{1}{2}}} \exp \left( -\frac{t}{4(t - \tau)} \right) \Psi \left( 1 - \beta; \frac{3}{2}; \frac{t}{4(t - \tau)} \right) d\tau. \quad (39)
\]

Repeating the above calculations, we get a formula similar to (33), when \( 0 \leq \beta < 1 \)

\[
\int_{0}^{t} K_{\beta} (t, \tau) d\tau = \frac{t^{1-\beta}}{\Gamma(2 - \beta)} - \frac{\sqrt{t}}{\pi} \int_{0}^{t} \frac{1}{(t - \tau)^{\beta + \frac{1}{2}}} \exp \left( -\frac{t}{4(t - \tau)} \right) \Psi \left( 1 - \beta; \frac{3}{2}; \frac{t}{4(t - \tau)} \right) d\tau. \quad (40)
\]

We calculate \( D_{2\beta-3} \left( \frac{1}{\sqrt{2}} \right) \) using formula 9.241 (1) from [18; 1078].

\[
D_{2\beta-3} \left( \frac{1}{\sqrt{2}} \right) = \frac{1}{\sqrt{\pi}} 2^{2\beta - \frac{1}{2}} e^{-\frac{1}{2}(2\beta - 1)} e^{\frac{1}{2}} \int_{-\infty}^{+\infty} x^{2\beta - 1} e^{-2x^{2} + \sqrt{2}\pi \frac{x}{\sqrt{2}}} dx.
\]

To calculate the integral

\[
J (\beta) = \int_{-\infty}^{+\infty} x^{2\beta - 1} e^{-2x^{2} + \sqrt{2}\pi \frac{x}{\sqrt{2}}} dx
\]

we use the formula 3.462 (3) from [18; 352]

\[
J (\beta) = \frac{1}{i^{2\beta-1}} \int_{-\infty}^{+\infty} (ix)^{2\beta-1} e^{-2x^{2} + \sqrt{2}\pi} dx = \frac{2^{\frac{1}{2} - 2\beta}}{i^{2\beta-1}} \sqrt{\pi} e^{-\frac{1}{4}} D_{2\beta-3} \left( \frac{1}{2\sqrt{2}} \right) \quad (41)
\]

Then

\[
D_{2\beta-3} \left( \frac{1}{\sqrt{2}} \right) = \frac{1}{i^{2\beta-2}} \sin \left( \frac{\pi}{2} - \pi \beta \right) D_{2\beta-3} \left( \frac{1}{2\sqrt{2}} \right). \quad (42)
\]

Note that the argument of the parabolic cylinder function decreases exponentially with the denominator \( \frac{1}{2} \), remaining positive. It was previously calculated that

\[
D_{2\beta-3}(0) = \frac{2^{\beta - 2} \sqrt{\pi}}{\Gamma(2 - \beta)}.
\]

So we obtain that \( D_{2\beta-3} \left( \frac{1}{\sqrt{2}} \right) \) is a finite constant depending on \( \beta \).

Then from (39) we have (when \( 0 \leq \beta < 1 \) and \( \omega = \frac{1}{2} \))

\[
\lim_{t \to 0+0} \int_{0}^{t} K_{1} (t, \tau) d\tau = \begin{cases} 0; & \text{if } 0 \leq \beta < \frac{1}{2}; \\ \text{const} \neq 0; & \text{if } \beta = \frac{1}{2}; \\ \infty; & \text{if } \frac{1}{2} < \beta < 1. \end{cases} \quad (40)
\]
Now consider the case for $\gamma(t) = \sqrt{t}$ and $\beta = 1$:

$$
\int_0^t K_1(t, \tau) \, d\tau = -\sqrt{\frac{t}{\pi}} \int_0^t \frac{d\tau}{(t-\tau)^{\frac{3}{2}}} \exp \left(-\frac{t}{4(t-\tau)}\right) d\tau = \left| z = \sqrt{t-\tau}, \tau = t-z^2, \right| =
$$

$$
= -\sqrt{\frac{t}{\pi}} \int_0^\sqrt{t} \frac{1}{z^2} e^{-\frac{t}{4\tau}} \, dz = -\frac{2}{\sqrt{\pi}} \int_0^{+\infty} e^{-\xi^2} \, d\xi = -e^{rfc} \left(\frac{1}{2}\right).
$$

Then

$$
\lim_{t \to 0} \int_0^t K_1(t, \tau) \, d\tau = -e^{rfc} \left(\frac{1}{2}\right) \neq 0,
$$

if $\gamma(t) = \sqrt{t}$ and $\beta = 1$.

Summarizing results (34)–(41), we get the main result. The theorem is completely proved.

**Conclusions**

Under the conditions of the theorem, kernel (23) of the integral equation has a weak singularity. Therefore, the method of successive approximations can be used to find a unique solution to the equation (22) in the class of continuous functions. And the corresponding boundary value problems are well-posed in natural classes of functions, i.e. loaded term is a weak perturbation.

If $\omega \geq \frac{1}{\beta}$ and $\omega \geq 1 - 2\beta$ when $0 \leq \beta \leq 1$ for $\gamma(t) \sim t^\omega$ at $t \to 0 + 0$ integral equation (22) is not solvable by the method of successive approximations. It can be shown that the corresponding homogeneous equation for some values of the parameter $\lambda$ will have nonzero solutions. If the uniqueness of the solution to the first boundary value problem is violated, then in this case the load can be interpreted as a strong perturbation. So, the existence and uniqueness of solutions to the integral equation depends on the order of the fractional derivative in the loaded term.
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К решению двумерной граничной задачи теплопроводности в вырождающейся области

В статье рассмотрена краевая задача для дробно-нагруженного уравнения теплопроводности в классе непрерывных функций. Методы исследования базируются на подходе к исследованию краевых задач, основанном на их сведении к интегральным уравнениям. Поставленная краевая задача сводится к интегральному уравнению Вольterra второго рода обращением дифференциальной части. Ядро полученного уравнения содержит специальную функцию. Также проведено исследование предельных случаев порядка дробной производной слагаемого с нагрузкой в уравнении теплопроводности краевой задачи. Показано, что существование и единственность решения интегрального уравнения зависят от порядка дробной производной в нагруженном слагаемом исходной краевой задачи.

Ключевые слова: нагруженное уравнение, дробная производная, уравнение теплопроводности, интегральное уравнение Вольterra, специальная функция.
Technology for restoring functional dependencies
to determine reliability parameters

The problem of determining the properties of the object by analyzing the numerical and qualitative characteristics of a discrete sample is considered. A method has been developed to determine the probability of trouble-free operation of electronic systems for the case if the interpolation fields are different between several interpolation nodes. A method has been developed to determine the probability of trouble-free operation if the interpolation polynomial is the same for the entire interpolation domain. It is shown that local interpolation methods give more accurate results, in contrast to global interpolation methods. It is shown that in the case of global interpolation it is possible to determine the value of the function outside the given values by extrapolation methods, which makes it possible to predict the probability of failure. It is shown that the use of approximation methods to determine the probability of trouble-free operation reduces the error of the second kind. A method for analyzing the qualitative characteristics of functional dependences has been developed, which allows us to choose the optimal interpolation polynomial. With sufficient statistics, using the criteria of consent, it is possible to build mathematical models for the analysis of failure statistics of electronic equipment. Provided that the volume of statistics is not large, such statistics may not be sufficient and the application of consent criteria will lead to unsatisfactory results. Another approach is to use an approximation method that is applied to statistical material that was collected during testing or controlled operation. In this regard, it is extremely important to develop a method for determining the reliability of electronic systems in case of insufficiency of the collected statistics of failures of electronic equipment.

Keywords: approximation, interpolation, reliability of electronic equipment, statistical processing, restoration of functional dependence, estimation of reliability indicators, small sample, sufficiency of statistics.

Introduction

In order to increase the reliability and noise immunity of electronic systems operated in space and aviation, it is necessary to conduct numerical tests with high accuracy.

If it was possible to collect sufficient statistics, then using the criteria of agreement there is an opportunity to choose a mathematical apparatus with which you can analyze this series. But if the volume of statistics is not large, then such statistics may not be sufficient and the application of the consent criteria will lead to unsatisfactory results. The existing methods of studying the reliability of electronic equipment do not fully meet the requirements of practice and the level of production technology. It is explained by the fact that the values of real reliability indicators differ significantly from the forecast estimates, as the sufficiency of the collected statistics of failures is not taken into account.

Insufficient statistics make it impossible to apply the criteria of consent for the choice of the law of distribution of work to failure due to the large error of the second kind, with which the selected laws of distribution will align the collected statistics. Therefore, it is necessary to develop a method of data processing to study and solve this problem.

All of the above-mentioned leads to the need to solve the problem of restoring functional dependencies. Therefore, the problem of restoring functional dependences on a discrete experimentally obtained sample by local and global interpolation methods is relevant. Electronic systems are known to be highly reliable, and failure statistics are very difficult to collect. In the well-known publications of X. Changhui, R. Xiaoping, S. Xianfeng, G. Jingxiang on the study of reliability in [1] the modeling of the studied object by Kalman filtering method is
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offered. But in the case of modeling the behavior of electronic systems, this method can lead to large errors in the simulation results. This is due to the fact that the technology of manufacturing electronic systems is very complex. In the electronic system there are a lot of complex processes, which are very difficult or impossible to take into account. For example, the software environment for modeling the operation of electronic circuits NI Multisim, in the case of building complex electronic circuits may not correctly model the processes occurring in electronic equipment. According to its properties, the Kalman filter will return more accurate results only if the data are normal in the distribution. But research data will not necessarily have a normal distribution. Therefore, the method described in [1] for modeling the behavior of electronic systems should be used only in the case of justification of the use of normal distribution.

Z. Zhengcheng, B. Narayanaswamy in [2] suggest determining of the probability of failure-free operation of the system using signatures, which are a function, the arguments of which are the operating time for failure. But the suggested method does not answer the question of the sufficiency of the collected statistics. H. Zhipeng, G. Jianbin, Z. Shengkui in [3] used a combination of Bayesian methods with system state vectors to determine the reliability of the system to reduce the number of calculations and the amount of statistics. But to determine the probability of failure, it cannot be recommended because the study [3] does not contain the calculation of the error that occurs if selected for data processing of a mathematical apparatus. F. Hailin, D. Jieyu in [4] suggests determining of the probability of failure-free operation of the system using signatures, as well as in [2], but the method suggested in [4] is suitable for solving problems of diagnosing and identifying problematic places during system operation.

S. Xujun, L. Xuezhi in [5] proposed on the basis of modeling of discrete events algorithm of modeling of reliability of system of a step-by-step mission with several states. The program algorithm includes the Markov process. But the degradation process that takes place in the system will not necessarily be Markov. Therefore, the reliability model for different types of systems will be individual.

Groezinger, A. Zimmermann in their research [6] tested the reliability of LEDs in the laboratory. A correlation analysis was used to process the test results. The presence of a correlation indicates the relationship between the data being analyzed, but does not determine the mathematical apparatus by which the experimental data can be processed. Of particular interest is the publication of X. Zhao, S. Wang, L. Sun [7] which suggested a method of planning tests for the reliability of finished products using Markov circles. However, in the production of complex electronic equipment, where it is necessary to control the parameters of the product at each stage of the technological cycle of production, this method is not suitable.

D. Zhou, H. Wang, F. Blaabjerg in [8] used the Weibull distribution to evaluate the reliability of mains electric filters and voltage converters and did not sufficiently substantiate their choice. For this reason, it is not known with what error the Weibull distribution will align the experimental data. In this case, it is necessary to check the plausibility of hypotheses and in case of insufficient statistics to solve the problem of restoring functional dependencies.

Kostanovsky V.V., Machalin I.A., Kozachuk O.D., Terentyeva I.A. in [9] have built a generalized probabilistic physical model of reliability of a two-level active phased array. Exponential and diffusion nonmonotonic distribution were used in [9] as models of failures of electronic components and transmission channels. However, [10] showed that the exponential and diffusion nonmonotonic distribution has no advantages along with other distributions with similar characteristics. Therefore, the use of exponential and diffusion nonmonotonic distribution in the study [9] is not justified.

Analysis of the literature [1–10] shows that the problem of restoring functional dependences on a discrete experimentally obtained sample by local and global interpolation methods is relevant.

Problem setting. It is necessary to develop a method of restoration of functional dependences in the conditions of insufficiency of statistical data by means of technologies of approximation and interpolation.

In order to achieve this goal, the following tasks were set:

– to investigate the existing methods of approximation;
– on the basis of research to develop a method for determining the probability of failure-free operation in case of insufficiency of statistics on a discrete experimentally obtained sample.

Material and method

At the first stage of data processing it is necessary to determine the sufficiency of statistics. This should be done according to the method described in [10]. If the statistics are insufficient, there are two options for solving this problem: 1. Continue to collect failure statistics, in the case of actual observations, or simulate more failures. 2. Restoration of functional dependences by approximation methods. Suppose the values of some function at
given points are known. You need to find intermediate values of this function, according to the approximation method. This is a task to restore the function. In addition, when performing calculations, it is convenient to replace complex functions with algebraic polynomials or other elementary functions, which are quite simple to calculate (problems on the approximation of the function) [11].

The formulation of the interpolation problem is as follows. In the interval \([a, b]\) the points \(x_i, i = 0, 1, ..., N\) are given; \(a \leq x_i \leq b\) and the value of the unknown function at these points \(f_i, i = 0, 1, ..., N\). We need to find function \(F(x)\) that takes the same values of \(f_i\) at \(x_i\). In this case, we look for \(F(x)\) only on the segment \([a, b]\). If it is necessary to find a function outside the segment, then this is an extrapolation problem.

The problem has many solutions, because through the given points \((x_i, f_i), i = 0, 1, ..., N\), it is possible to draw infinitely many curves, each of which will be a graph of the function for which all interpolation conditions are fulfilled. The case of approximation of a function by polynomials is important for practice, [11]

\[ F(x) = a_0 + a_1x + a_2x^2 + ... + a_mx^m. \]

All interpolation methods can be divided into local and global. In the case of local interpolation, a separate polynomial is constructed on each interval \([x_{i-1}, x_i]\). In the case of global interpolation, a single polynomial is found in the entire interval \([a, b]\).

On each segment \([x_{i-1}, x_i]\) the interpolation polynomial is equal to a constant, namely the left or right value of the function.

For the left piecewise linear interpolation it is: \(f(x) = f_{i-1}\), if i.e. \(x_{i-1} \leq x < x_i\) [11, 12]

\[ F(x) = \begin{cases} f_0, & x_0 \leq x < x_1 \\ f_1, & x_1 \leq x < x_2 \\ \vdots \\ f_{N-1}, & x_{N-1} \leq x < x_N. \end{cases} \]

For the right piecewise linear interpolation it is: \(F(x) = f_i\) if \(x_{i-1} < x \leq x_i\), i.e. [11, 12].

\[ F(x) = \begin{cases} f_0, & x_0 < x \leq x_1 \\ f_1, & x_1 < x \leq x_2 \\ \vdots \\ f_{N-1}, & x_{N-1} < x \leq x_N. \end{cases} \]

Thus, the interpolation conditions are fulfilled. The constructed function is discontinuous, which limits its application.

The principle of piecewise-linear [11, 12] interpolation is as follows. At each interval \([x_{i-1}, x_i]\), the function is linear \(F_i(x) = k_i x + l_i\). The values of the coefficients are from the fulfillment of the interpolation conditions at the ends of the segment: \(f_i(x_{i-1}) = f_{i-1}, f_i(x_i) = f_i\). We get a system of equations: \(k_i x_i + l_i = f_{i-1}\), where we find: \(k_i = \frac{f_i - f_{i-1}}{x_i - x_{i-1}}, l_i = f_i - k_i x_i\) from. Therefore, the function \(F(x)\) can be written as: \(F(x) = \frac{f_i - f_{i-1}}{x_i - x_{i-1}} x + f_i - k_i x_i\) if \(x_{i-1} \leq x \leq x_i\) that is:

\[ F(x) = \begin{cases} f_1 - f_0 \frac{x - x_0}{x_1 - x_0} + f_0 - k_0 x_0, & x_0 \leq x \leq x_1 \\ f_2 - f_1 \frac{x - x_1}{x_2 - x_1} + f_1 - k_1 x_1, & x_1 \leq x \leq x_2 \\ \vdots \\ f_N - f_{N-1} \frac{x - x_{N-1}}{x_N - x_{N-1}} + f_{N-1} - k_{N-1} x_{N-1}, & x_{N-1} \leq x \leq x_N. \end{cases} \]

When using linear interpolation, you must first determine the interval in which the value of \(x\) falls, and then substitute it into the formula. The final function will be continuous, but the original derivative will be absent in each interpolation node. The error of such interpolation will be less than in the case of piecewise constant interpolation.

When interpolating functions, the condition of equality of values of interpolation polynomial and this function in interpolation nodes was used. If the original data are obtained as a result of experimental measurements,
the requirement of exact coincidence, as a rule, does not apply because the data are not obtained accurately. In these cases, only an approximate fulfillment of the interpolation conditions can be required \(|F(x_i) - f(x_i)| < \varepsilon\). This condition means that the interpolating function \(F(x)\) does not pass exactly through given points, but in some of their margins.

In this case, use a selection of empirical functions. The construction of an empirical function consists of two stages: the selection of the form of this function \(\phi(x, a_0, a_1, \ldots, a_m)\), which contains unknown parameters \(a_0, a_1, \ldots, a_m\), and the determination of the best in some sense arguments of this function. The type of function is sometimes known for physical reasons (for an elastic medium, the relationship between stress and strain). Or the type of function is chosen for geometric reasons: the experimental points are plotted on a graph and the general form of the dependence is roughly guessed by comparing the obtained curve with the graphs of known functions. Success here is largely determined by the experience and intuition of the researcher.

The case of approximation of a function by polynomials is important for practice \([11–15]\), i.e.

\[
F(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m.
\]

Once the type of empirical dependence is selected, the degree of proximity to the empirical data is determined using a minimum of the sum of the squares of the deviations of the calculated and experimental data.

Suppose that for the initial data \(x_i, f_i, i = 1, \ldots, N\) (numbering is better to start with one), the type of empirical dependence is chosen: \(\phi(x, a_0, a_1, \ldots, a_m)\) with unknown coefficients \(a_0, a_1, \ldots, a_m\). We write the sum of the squares of the deviations between the calculated by empirical formula and given experimental data:

\[
S(a_0, a_1, \ldots, a_m) = \sum_{i=1}^{N} (\phi(x, a_0, a_1, \ldots, a_m) - f_i)^2. \quad (1)
\]

We will find arguments \(a_0, a_1, \ldots, a_m\) from the condition of a minimum of function \(S(a_0, a_1, \ldots, a_m)\). This is the least squares method (LSM).

It is known that at the point of minimum all partial derivatives from \(S\) to \(a_0, a_1, \ldots, a_m\) are equal to zero \([11, 15]\):

\[
\frac{dS}{da_0} = 0, \quad \frac{dS}{da_1} = 0, \ldots, \frac{dS}{da_m} = 0.
\]

Consider the application of the LSM for a particular case, widely used in practice. As an empirical function, consider a polynomial \([11, 15]\)

\[
\phi(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m.
\]

Formula (1) for determining the sum of squares of deviations will take the form \([11, 15]\):

\[
S(a_0, a_1, \ldots, a_m) = \sum_{i=1}^{N} (a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m - f_i)^2
\]

Calculate the derivatives \([11, 15]\):

\[
\begin{align*}
\frac{dS}{da_0} &= 2 \sum_{i=1}^{N} (a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m - f_i) \\
\frac{dS}{da_1} &= 2 \sum_{i=1}^{N} (a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m - f_i)x_i \\
&\quad \vdots \\
\frac{dS}{da_m} &= 2 \sum_{i=1}^{N} (a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m - f_i)x_i^m.
\end{align*}
\]

Equating these expressions to zero and collecting the coefficients for the unknowns, we obtain a system of linear equations \([11, 15]\):
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Selection of empirical functions. The specified values of the failure function of the electronic system (Table 1).

Table 1 shows that \( N = 6 \). You need to find empirical dependencies: linear \( \rho 1 = a_0 + a_1 x \), quadratic \( \rho 2 = a_0 + a_1 x + a_2 x^2 \), hyperbolic \( \rho 3 = a_0x a_1 \) by the LSM and choose among them the best for the smallest sum of squares of deviations.

The system of normal equations for linear dependence:

\[
\begin{align*}
Na_0 + a_1 \sum_{i=1}^{N} x_i + a_2 \sum_{i=1}^{N} x_i^2 + \ldots + a_m \sum_{i=1}^{N} x_i^m &= \sum_{i=1}^{N} f_i \\
\end{align*}
\]

As a rule, several empirical dependencies are chosen. The LSM finds the coefficients of these dependences and among them find the best for the minimum amount of deviations.

**Results of the research of approximation methods**

The system of normal equations for linear dependence:

\[
\begin{align*}
Na_0 + a_1 \sum_{i=1}^{N} x_i &= \sum_{i=1}^{N} f_i \\
\end{align*}
\]

The number of failures and the corresponding probabilities

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Parameters used in the calculations</th>
<th>( x_0 )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x ) (number of failures)</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>( f ) (statistical probability of failure-free operation)</td>
<td></td>
<td>0,1</td>
<td>0,15</td>
<td>0,2</td>
<td>0,3</td>
<td>0,45</td>
<td>0,7</td>
</tr>
</tbody>
</table>

Given that \( N = 6 \), and solving a system of linear equations, we obtain \( a_0 = -0,25; a_1 = 175 \). Given that \( N = 6 \), and solving a system of linear equations, we obtain . Thus, the linear dependence has the form \( \rho 1 = -0,25 + 175x \) (Fig. 1).

Calculate the sum of the squares of the deviations: \( s_1 = \sum_{i=0}^{6} (a_0 + a_1 x - f_i)^2 = 2,63 \). Consider the quadratic dependence. The system of normal equations has the form:

\[
\begin{align*}
6a_0 + a_1 \sum_{i=1}^{6} x_i + a_2 \sum_{i=1}^{6} x_i^2 + \ldots + a_m \sum_{i=1}^{6} x_i^m &= \sum_{i=1}^{6} f_i \\
\end{align*}
\]

Solving simultaneous linear algebraic equations we obtain \( a_0 = -0,101; a_1 = 14,982; a_2 = 0,162 \). Thus, the quadratic dependence has the form: \( \rho 2 = -0,101 + 14,982x + 0,162x^2 \). Calculate the sum of the squares of the deviations: \( s_2 = \sum_{i=0}^{6} (a_0 + a_1 x + a_2 x_i^2 - f_i)^2 = 2,234 \).
Let’s make a system of normal equations for hyperbolic dependence. According to the LSM we find the sum of squares of deviations: \( S_3 = \sum a_0 + \frac{a_1}{x_i} - f_i \). We make a system of normal equations:

\[
\begin{align*}
\frac{dS}{da_0} &= 2s_3 = \sum_{i=1}^{6} \left(a_0 + \frac{a_1}{x_i} - f_i\right) = 0 \\
\frac{dS}{da_1} &= 2s_3 = \sum_{i=1}^{6} \left(a_0 + \frac{a_1}{x_i} - f_i\right) \frac{1}{x_i} = 0.
\end{align*}
\]

Solving the equations gives \( a_0 = 1,942; a_1 = 0,571 \).

The sum of deviations squares \( S_3 = -46,687 \). Thus, the results of the calculations by the LSM show that it is best to approximate the curve by the quadratic dependence (Fig. 1).

As can be seen from Fig. 1 approximating curves describe a statistical series consisting of experimental data with some error. This error is characterized by the least squares check. In Fig. 1 it is difficult to see. In order to obtain more accurate results, it is necessary to use approximating curves of higher order, or local interpolation methods. The peculiarity of this method is that in the conditions of insufficiency of the collected statistics the probability of making an error of the second kind decreases due to the possibility to choose an approximating curve that can align the statistical series with the required accuracy. Analyzing the results of the research, it can be stated that the suggested method allows to effectively calculate the parameters of reliability in case of insufficiency of the collected statistics of failures.

Conclusions

As can be seen from Fig. 1 approximating curves describe a statistical series consisting of experimental data with some error. This error is characterized by the least squares check. In Fig. 1 it is difficult to see. In order to obtain more accurate results, it is necessary to use approximating curves of higher order, or local interpolation methods. The peculiarity of this method is that in the conditions of insufficiency of the collected statistics the probability of making an error of the second kind decreases due to the possibility to choose an approximating curve that can align the statistical series with the required accuracy. Analyzing the results of the research, it can be stated that the suggested method allows to effectively calculate the parameters of reliability in case of insufficiency of the collected statistics of failures.

The advantages of the suggested method are the following ones:

- it is possible to calculate the value of a function for any argument in short time with the required accuracy.

The disadvantages are:

- insufficient clarity in terms of the behavior of functional dependence;
- the analytical formula is often unknown;
- in some cases, the known functional dependence is too tedious for easy use in practice.
But it should be noted that the disadvantages of the suggested method can be offset by the use of modern software and sufficiently powerful computer systems.

Due to the advent of computing systems that can handle multiple threads simultaneously, the prospect of developing approximation methods is the development of new methods for approximating numerical information with a multithreaded structure to solve problems in mathematical physics, such as grids, finite elements.
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Технология восстановления функциональных зависимостей для определения параметров надежности

Рассмотрена задача определения свойств объекта путем анализа числовых и качественных характеристик по дискретной выборке. Разработан метод определения вероятности безотказной работы электронных систем для случаев, когда интерполяционные полиномы между несколькими узлами интерполяции различны. Разработан метод определения вероятности безотказной работы в случае, когда интерполяционный полином для всей области интерполяции одинаковый. Показано, что методы локальной интерполяции дают более точные результаты в отличие от методов глобальной интерполяции. Показано, что в случае глобальной интерполяции есть возможность определить значение функции за пределами заданных значений методами экстраполяции, что дает возможность прогнозирования вероятности безотказной работы. Показано, что использование методов аппроксимации для определения вероятности безотказной работы приводит к уменьшению ошибки второго рода. Разработан метод анализа качественных характеристик функциональных зависимостей, что позволяет выбирать оптимальный интерполяционный полином. При достаточной статистике, с использованием критериев согласия, можно строить математические модели анализа статистики отказов электронной аппаратуры. При условии, что объем статистики небольшой, такая статистика может окажаться недостаточной, и применение критериев согласия приведет к неудовлетворительным результатам. Другой подход состоит в использовании метода аппроксимации, который применяется к статистическому материалу, который был собран во время испытаний, или подконтрольной эксплуатации. В связи с этим крайне важно разработать метод определения надежности электронных систем в случае недостаточности собранных данных отказов электронной аппаратуры.

Ключевые слова: аппроксимация, интерполяция, надежность электронной аппаратуры, статистическая обработка, восстановление функциональной зависимости, оценка показателей надежности, малая выборка, достаточность статистики.
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On the existence of the resolvent and separability of a class of the Korteweg-de Vries type linear singular operators

Partial differential equations of the third order are the basis of mathematical models of many phenomena and processes, such as the phenomenon of energy transfer of hydrolysis of adenosine triphosphate molecules along protein molecules in the form of solitary waves, i.e. solitons, the process of transferring soil moisture in the aeration zone, taking into account its movement against the moisture potential. In particular, this class includes the nonlinear Korteweg-de Vries equation, which is the main equation of modern mathematical physics. It is known that various problems have been studied for the Korteweg-de Vries equation and many fundamental results obtained. In this paper, issues about the existence of a resolvent and separability (maximum smoothness of solutions) of a class of linear singular operators of the Korteweg-de Vries type in the case of an unbounded domain with strongly increasing coefficients are investigated.

Keywords: resolvent, Korteweg-de Vries type singular operator, separability.

1 Introduction

The solvability of boundary value problems for odd order differential equations, in particular, to the Korteweg-de Vries equation is dealt with in a significant literature [1–9] and the papers cited there.

In contrast to these interesting papers, this article deals with the problem of the existence of a resolvent and the separability of a class of linear singular operators of the Korteweg-de Vries type in the case of an unbounded domain with strongly increasing coefficients.

Note that if the boundary regime operates sufficiently long, then due to the friction inherent in any real physical system, the influence of the initial data weakens with time. Thus, we arrive at a problem without initial conditions [10].

Therefore, taking this remark into account in the present work, we consider the differential operator

$$Lu + \lambda u = \frac{\partial u}{\partial y} + R_2(y) \frac{\partial^3 u}{\partial x^3} + R_1(y) \frac{\partial u}{\partial x} + R_0(y)u + \lambda u$$

initially defined on $C^\infty_{0,\pi}(\overline{\Omega})$, where $\overline{\Omega} = \{(x, y) : -\pi \leq x \leq \pi, -\infty < y < \infty\}, \lambda \geq 0$.

$C^\infty_{0,\pi}$ is a set of infinitely differentiable functions satisfying the conditions:

$$u^{(i)}(-\pi, y) = u^{(i)}(\pi, y), \quad i = 0, 1, 2$$

and compactly supported with respect to the variable $y$.

Further assume that the coefficients $R_0(y), R_1(y), R_2(y)$ satisfy the following conditions:

i) $R_0(y) \geq \delta_0 > 0, R_1(y) \geq \delta_1 > 0, -R_2(y) \geq \delta_2 > 0$ are continuous functions in $R(-\infty, +\infty)$;

ii) $\mu_0 = \sup_{|y-t| \leq 1} \frac{R_0(y)}{R_0(t)} < \infty, \mu_1 = \sup_{|y-t| \leq 1} \frac{R_1(y)}{R_1(t)} < \infty, \mu_2 = \sup_{|y-t| \leq 4} \frac{R_2(y)}{R_2(t)} < \infty$.

The operator $L + \lambda I$ admits closure in $L_2(\Omega)$, which we also denote by $L + \lambda I$.

Theorem 1. Let the condition i) be fulfilled. Then the operator $L + \lambda I$ is continuously invertible in $L_2(\Omega)$ for $\lambda \geq 0$.
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For all holds for all. From (6), using the Cauchy-Bunyakovsky inequality and the condition i), we obtain

\[ C \] is a constant.

Remark. Due to the realness of the coefficients of (1) the estimate (7) holds for complex-valued functions.

Lemma 2. Let the condition i) be fulfilled. Then the operator \( L \) is separable, i.e.

\[ (L + \lambda I)u \in L_2(\Omega), \]

holds for all \( u \in D(L) \), where \( \delta_0 > 0 \).

Proof. Let \( u \in C^\infty_{0,\pi}(\Omega) \) and consider the scalar product

\[ \langle (L + \lambda I)u, u \rangle = \int_\Omega \frac{\partial^2 u}{\partial y^2} + R_2(y) \frac{\partial^3 u}{\partial x^3} + R_1(y) \frac{\partial u}{\partial x} + (R_0(y) + \lambda)u \, u dx dy = \]

\[ = \int_\Omega \frac{\partial u}{\partial y} \, u dx dy + \int_\Omega R_2(y) \frac{\partial^3 u}{\partial x^3} \, u dx dy + \int_\Omega R_1(y) \frac{\partial u}{\partial x} \, u dx dy + \int_\Omega (R_0(y) + \lambda)u^2 \, u dx dy. \]

Since \( u \in C^\infty_{0,\pi}(\Omega) \) and (2) holds, then the following equalities:

\[ \int_\Omega \frac{\partial u}{\partial y} \, u dx dy = 0; \quad \int_\Omega R_1(y) \frac{\partial u}{\partial x} \, u dx dy = 0; \quad \int_\Omega R_2(y) \frac{\partial^3 u}{\partial x^3} \, u dx dy = 0. \]

hold. Using the equality (5) from (4) we have

\[ \langle (L + \lambda I)u, u \rangle = \int_\Omega (R_0(y) + \lambda)u^2 \, u dx dy. \]

From (6), using the Cauchy-Bunyakovsky inequality and the condition i), we obtain

\[ \|(L + \lambda I)u\|_{L_2(\Omega)} \geq (\delta_0 + \lambda) \|u\|_{L_2(\Omega)}, \]

for all \( u \in C^\infty_{0,\pi}(\Omega) \). By virtue of the continuity of the norm, the last estimate holds for all \( u \in D(L) \). Lemma 2.1 is proved.

Remark. Due to the realness of the coefficients of (1) the estimate (7) holds for complex-valued functions.

Consider the operator

\[ (l_{n,j} + \lambda I)z = z'(y) + (-in^3 R_{2,j}(y) + inR_{1,j}(y) + R_{0,j}(y))z(y), \]

where \( R_{2,j}(y), R_{1,j}(y), R_{0,j}(y) \) are bounded periodic functions of the same period \( \Delta_j = (j - 1, j + 1), j = 0, \pm 1, \pm 2 \), \( z(y) \in C^\infty_0(R), z(y) = u(y) + iv(y) \).

Lemma 2.2. Let the condition i) be fulfilled. Then the operator \( (l_{n,j} + \lambda I) \) considered on \( C^\infty_0(R) \) is a closable operator in \( L_2(R) \).

Proof. Let \( u_n \in C^\infty_0(R) \) and \( u_n \xrightarrow{L_2(R)} 0 \), \( (l_{n,j} + \lambda I)u_n \xrightarrow{L_2(R)} 0 \). If you use the operator \( (l_{n,j} + \lambda I)^* \) formally associated with the operator \( (l_{n,j} + \lambda I) \), then for arbitrary function \( \omega \in C^\infty_0(R) \)
where \((l_{n,j} + \lambda I)\omega = -\omega' + (in^3R_{2,j}(y) - inR_{1,j}(y) + R_{0,j}(y))\vartheta = 0\).

Hence
\[
< \vartheta, \omega > = 0, (l_{n,j} + \lambda I)^*\omega > 0
\]

Consequently, \(< \vartheta, \omega > = 0\) for any \(\omega \in C_0^\infty(R)\) and it means \(\vartheta = 0\). Lemma 2.2 is proved.

**Lemma 2.3.** Let the condition i) be fulfilled. Then the operator \((l_{n,j} + \lambda I)\) has a continuous inverse operator \((l_{n,j} + \lambda I)^{-1}\) defined on the whole \(L_2(R)\).

**Proof.** By the estimate (8) it suffices to show that the range is dense in \(L_2(R)\). Let \(z(y) \in C_0^\infty(R)\) and \(z(y) = u(y) + i\vartheta(y).\) Consider the scalar product
\[
<l_{n,j} + \lambda I, z, z> = \int_{-\infty}^{\infty} (z' + (-in^3R_{2,j}(y) + inR_{1,j}(y) + R_{0,j}(y) + \lambda)z)\varphi dy =
\]
\[
= \int_{-\infty}^{\infty} z'(y)z(y)dy + \int_{-\infty}^{\infty} (-in^3R_{2,j}(y) + inR_{1,j}(y) + R_{0,j}(y) + \lambda)|z|^2dy =
\]
\[
i(\int_{-\infty}^{\infty} u\vartheta'(y)dy + \int_{-\infty}^{\infty} (-in^3R_{2,j}(y) + inR_{1,j}(y))|z|^2dy + \int_{-\infty}^{\infty} R_{0,j}(y) + \lambda)|z|^2dy
\]
\[
\tag{9}
\]

Hence, using the properties of complex numbers, we have
\[
< (l_{n,j} + \lambda I)z, z > \geq \int_{-\infty}^{\infty} (R_{0,j}(y) + \lambda)|z|^2dy.
\]

Since \(R_{0,j}(y)\) does not change the sign, then
\[
< (l_{n,j} + \lambda I)u, u > \geq \int_{-\infty}^{\infty} (R_{0,j}(y) + \lambda)||z||^2dy.
\]

By virtue of condition i) and using the Cauchy-Bunyakovsky inequality from the latter inequality, we have
\[
|| (l_{n,j} + \lambda I)z ||_2 \geq (\delta_0 + \lambda) || z ||_2.
\]

Lemma 2.3 is proved.

**Lemma 2.4.** Let the condition i) be fulfilled. Then the operator \((l_{n,j} + \lambda I)\) has a continuous inverse operator \((l_{n,j} + \lambda I)^{-1}\) defined on the whole \(L_2(R)\).

**Proof.** By the estimate (8) it suffices to show that the range is dense in \(L_2(R)\). Let’s assume that the range is not dense in \(L_2(R)\). Then there is an element \(\vartheta \in L_2(R)\) such that \(< (l_{n,j} + \lambda I)u, \vartheta > = 0\) for all \(u \in D(l_{n,j}).\)

This means that
\[
(l_{n,j} + \lambda I)^*\vartheta = -\vartheta' + (in^3R_{2,j}(y) - inR_{1,j}(y) + R_{0,j}(y))\vartheta = 0.
\]

in terms of distribution theory. By the periodicity of functions \(R_{0}(y), R_{1}(y), R_{2}(y),\) we have that \((in^3R_{2,j}(y) - inR_{1,j}(y) + R_{0,j}(y))\vartheta \in L_2(R)\). From this and from (10) it follows that \(\vartheta \in W_{2}^{1}(R),\) where \(W_{2}^{1}(R)\) is the Sobolev space. The general theory of the embedding theorems implies that
\[
\lim_{|y| \to \infty} \vartheta(y) = 0.
\]

Now, using the equality (11) and the arguments used in the proof of the estimate (9), we obtain that
\[
|| (l_{n,j} + \lambda I)^*\vartheta ||_2 \geq \delta_0 || \vartheta ||_2.
\]

From estimates (12) and (10) it follows that \(\vartheta = 0\). Lemma 2.4 is proved.

Let \(\{\varphi_j\}_{j=-\infty}^{\infty} \in C_0^\infty(R)\) is a set of such functions that \(\varphi_j(y) \geq 0, \sup p\varphi_j \subseteq \Delta_j, j \in Z, \sum_{j=-\infty}^{\infty} \varphi_j^2(y) = 1.\)

Here we note immediately that any point \(y \in R\) can belong to no more than three segments from the system of segments \(\{\text{supp}\varphi_j\}\) [11,12].
Assume that
\[ K_\lambda f = \sum_{j=-\infty}^{\infty} \varphi_j(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f, \]
\[ B_\lambda f = \sum_{j=-\infty}^{\infty} \varphi_j'(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f, \quad f \in C_0^\infty(R), \quad \lambda \geq 0. \]

It is easy to verify that
\[ (l_n + \lambda I)K_\lambda f = f + \sum_j \varphi_j'(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f, \quad \lambda \geq 0, \] (13)
where
\[ (l_n + \lambda I)z = -z'(y) + (-in^3R_2(y) + inR_1(y) + R_0(y))z, \quad z \in D(l_n). \]

**Lemma 2.5.** Let the condition i) be fulfilled. Then there is a number \( \lambda_0 > 0 \) such that \( \|B_\lambda\|_{L_2 \to L_2} < 1 \) for all \( \lambda \geq \lambda_0. \)

**Proof.** Let \( f \in C_0^\infty(R) \). Only functions \( \varphi_{j-1}, \varphi_j, \varphi_{j+1} \) are nonzero in the interval \( (j-1), j \) respectively, consequently:
\[ \|B_\lambda f\|_{L_2(R)} = \int_{-\infty}^{\infty} \left( \sum_{j=-\infty}^{\infty} \varphi_j'(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f \right)^2 dy \leq \sum_{j=-\infty}^{\infty} \int_{\Delta_j} \sum_{k=-\infty}^{j+1} \|\varphi_k(y)(l_{n,k} + \lambda I)^{-1}\varphi_k f\|_2^2 dy. \]

Hence, using the obvious inequality \((a + b + c)^2 \leq 3(a^2 + b^2 + c^2)\) and estimate (8), we have:
\[ \|B_\lambda f\|_{L_2(R)}^2 \leq \sum_{j=-\infty}^{\infty} \int_{\Delta_j} \sum_{k=-\infty}^{j+1} \|\varphi_k(y)(l_{n,k} + \lambda I)^{-1}\varphi_k f\|_2^2 dy \leq \sum_{j=-\infty}^{\infty} \int_{\Delta_j} \sum_{k=-\infty}^{j+1} \|\varphi_j(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f\|_2^2 dy \leq \sum_{j=-\infty}^{\infty} \int_{\Delta_j} \sum_{k=-\infty}^{j+1} \|\varphi_j(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f\|_2^2 dy \]
\[ \leq 9 \sum_{j=-\infty}^{\infty} \left( \sum_{k=-\infty}^{j+1} \|\varphi_k(y)(l_{n,k} + \lambda I)^{-1}\varphi_k f\|_2 \right)^2 dy \leq 9 \sum_{j=-\infty}^{\infty} \left( \sum_{k=-\infty}^{j+1} \|\varphi_j(y)(l_{n,j} + \lambda I)^{-1}\varphi_j f\|_2 \right)^2 dy \leq \frac{9 \cdot c}{(\delta_0 + \lambda)^2} \cdot \|f\|_{L_2(R)}^2. \]

This implies that
\[ \|B_\lambda\|_{L_2(R) \to L_2(R)} \leq \frac{9 \cdot c}{(\delta_0 + \lambda)^2}. \] (14)

From (14) it follows that it is easy to find a number \( \lambda_0 > 0 \), such that \( \lambda \geq \lambda_0, \|B_\lambda\|_{L_2(R) \to L_2(R)} < 1 \). Lemma 2.5 is proved.

Now consider the operator
\[ (l_n + \lambda I)z = z'(y) + (-in^3R_2(y) + inR_1(y) + R_0(y))z(y), \]
where \( z(y) = u(y) + i\vartheta(y), \quad z(y) \in C_0^\infty(R), \quad (R = (-\infty, \infty)). \)

**Lemma 2.6.** Let the condition i) be fulfilled. Then the estimate
\[ \|(l_n + \lambda I)z\|_2 \geq (\delta_0 + \lambda) \|z\|_2. \] (15)
holds for all \( z \in D(l_n) \).

**Proof.** We obtain the proof of Lemma 2.3 by reproducing the computations and argument used in Lemma 2.6.

**Lemma 2.7.** Let the condition i) be fulfilled. Then the operator \( l_n + \lambda I \) for \( \lambda \geq \lambda_0 \) is boundedly invertible and the equality
\[ (l_n + \lambda I)^{-1} = K_\lambda(I - B_\lambda)^{-1}. \] (16)
holds for the inverse operator \( (l_n + \lambda I)^{-1}. \)

The proof of Lemma 2.7 follows from the representations (13), (15) and Lemma 2.5.
3 On the existence of the resolvent. Proof of Theorem 1

Lemma 2.7 implies that
\[ u_k(x, y) = \sum_{n=-k}^{k} (l_n + \lambda I)^{-1} f_n(y) e^{inx} \] (17)
is the solution to the problem
\[ (L + \lambda I) u_k(x, y) = f_k(x, y), \]
\[ u_k^{(i)}(-\pi, y) = u_k^{(i)}(\pi, y), \quad i = 0, 1, 2 \]
where \( f_k(x, y) \rightarrow L^{2(R)} f(x, y), \quad f_k(x, y) = \sum_{n=-k}^{k} f_n(y) \cdot e^{inx}, \quad i^2 = -1, \quad (l_n + \lambda I)^{-1} \) is the inverse operator to the operator \( l_n + \lambda I \). Using the inequality (3), we obtain
\[ \|u_k(x, y)\|_2 \leq \frac{1}{(\delta_0 + \lambda)} \|f_k(x, y)\|_2. \] (18)

Since \( f_k(x, y) \rightarrow L^{2(R)} f(x, y), \) then from (18) we find that
\[ \|u_k - u_m\|_2 \leq \frac{1}{\delta_0} \|f_k - f_m\|_2 \to 0, \quad k, m \to \infty. \]

Hence, by the completeness of \( L_2(\Omega) \), it follows that there exist a unique function \( u \in L_2(\Omega) \) such that
\[ u_k(x, y) \to u(x, y) \quad \text{as} \quad k \to \infty. \] (19)

(17) and (19) imply that
\[ u(x, y) = (L + \lambda I)^{-1} f(x, y) = \sum_{n=-\infty}^{\infty} (l_n + \lambda I)^{-1} f_n(y) e^{inx} \] (20)
is a strong solution for:
\[ (L + \lambda I) u = f, \]
\[ u^{(i)}(-\pi, y) = u^{(i)}(\pi, y), \quad i = 0, 1, 2. \] (21) (22)
for any \( f \in L_2(\Omega) \).

Let us recall the definition of a strong solution. The function \( u \in L_2(\Omega) \) is called a strong solution of the problem (21)-(22), if there exists a \( \{u_k\}_{k=1}^{\infty} \subset C_{0, \pi}(\Omega) \) such that
\[ \|u_k - u\|_{L_2(\Omega)} \to 0, \quad \|(L + \lambda I) u_k - f\|_{L_2(\Omega)} \to 0 \quad \text{as} \quad k \to \infty. \]

Now, it is not difficult to verify that the formula (20) is the inverse operator to the closed operator \( L + \lambda I \).

Lemma 2.8. [13]. Let the operator \( L + \lambda_0 I \) (\( \lambda_0 > 0 \)) is boundedly invertible in \( L_2(\Omega) \) and the estimate
\[ \|(L + \lambda I) u\|_{L_2(\Omega)} \geq \|u\|_{L_2(\Omega)}, \quad u \in D(L + \lambda I) \] holds for \( \lambda \in [0, \lambda_0] \). Then the operator \( L : L_2(\Omega) \to L_2(\Omega) \) is also boundedly invertible.

This and Lemma 2.1 implies that Theorem 1 holds for all \( \lambda \geq 0 \). Theorem 1 is completely proved.

4 On the separability of the operator

First, we give the lemmas that reduce the question of separability of an operator with unbounded coefficients to the case of an operator with periodic coefficients.

Lemma 2.9. Let \( z(y) \in D(l_n + \lambda I) \) and \( z(y) = u(y) + i\vartheta(y), \) then \( in^3 R_2(y) z(y) \in L_2(R) \) if and only if \( n^3 R_2(y) u(y) \in L_2(R) \) and \( n^3 R_2(y) \vartheta(y) \in L_2(R) \).

Proof. Necessity. Let \( in^3 R_2(y) z(y) \in L_2(R) \). Then
\[ \|in^3 R_2(y) z(y)\|^2_2 = \int_{-\infty}^{\infty} |in^3 R_2(y) z(y)|^2 dy = \int_{-\infty}^{\infty} |n^6 R_2^2(y)||z(y)|^2 dy = \]
\[ = \int_{-\infty}^{\infty} |n^6 R_2^2(y)||u|^2 + |\vartheta|^2 dy = \|n^3 R_2(y) u\|^2_2 + \|n^3 R_2(y) \vartheta\|^2_2 \]
It follows that \( n^3 R_2(y)u(y) \in L_2(R) \) and \( n^3 R_2(y)\vartheta(y) \in L_2(R) \).

Sufficiency. Let \( n^3 R_2(y)u(y) \in L_2(R) \) and \( n^3 R_2(y)\vartheta(y) \in L_2(R) \). Then
\[
\|in^3 R_2(y)z(y)\|_2^2 = \|n^3 R_2(y)u\|_2^2 + \|n^3 R_2(y)\vartheta\|_2^2
\]
Hence \( in^3 R_2(y)z(y) \in L_2(R) \). Lemma is proved.

Remark. This Lemma is also true for \( in^3 R_1(y)z(y) \).

By virtue of this Lemma, we consider the operator
\[
(\lambda + \lambda I)u = u' + (-in^3 R_{2,j}(y) + in R_{1,j}(y) + R_0(y) + \lambda)u(y),
\]
in the space \( C^\infty_0(R) \) the set of infinitely differentiable, finite, and real-valued functions, where \( R_{0,j}(y), R_{1,j}(y), R_{2,j}(y) \) are bounded periodic coefficients of the same period \( \Delta_j = (j - 1, j + 1), j = \pm 0, \pm 1, \pm 2, \ldots \).

Lemma 2.10. Let the condition i) be fulfilled. Then the estimates:
\[
\|\{\lambda \}u\|_2 \geq R_0(y), \quad n = 0, \pm 1, \pm 2, \ldots
\]
where \( R_0(y) = \min_{y \in \Delta_j} R_{0,j}(y); \)
\[
\|\{\lambda \}u\|_2 \geq R_1(y), \quad n = 0, \pm 1, \pm 2, \ldots
\]
where \( R_1(y) = \min_{y \in \Delta_j} R_{1,j}(y); \)
\[
\|\{\lambda \}u\|_2 \geq R_2(y), \quad n = 0, \pm 1, \pm 2, \ldots
\]
where \( R_2(y) = \min_{y \in \Delta_j} |R_{2,j}(y)|, \| \cdot \|_2 \) is the norm of \( L_2(R) \).

Proof. Let \( u(y) \in C^\infty_0(R) \), . Given that \( \int_{-\infty}^{\infty} u'(y)u(y)dy = 0 \) and reproducing the computations used in the proof of Lemma 2.1, we have:
\[
|\langle \lambda \rangle u \rangle| = \left| \int_{-\infty}^{\infty} (-in^3 R_{2,j}(y) + in R_{1,j}(y) + R_0(y) + \lambda)u^2dy \right|.
\]
From estimate (26) we find that
\[
|\langle \lambda \rangle u \rangle| \geq \left| \int_{-\infty}^{\infty} (R_{0,j}(y) + \lambda)u^2dy \right| \geq \min_{y \in \Delta_j} R_0(y) \|u\|_2^2,
\]
Using the Cauchy-Bunyakovsky inequality, we obtain from (27) that
\[
\|\{\lambda \}u\|_2 \geq R_0(y), \|u\|_2,
\]
where \( R_0(y) = \min_{y \in \Delta_j} R_0(y). \)

The proof of the inequality (28) follows from the inequality (22) of lemma 2.10. Further, from the inequality (26) we find
\[
|\langle \lambda \rangle u \rangle| \geq \left| \int_{-\infty}^{\infty} \{n^3 R_{2,j}(y) + n R_{1,j}(y)\}u^2dy \right|.
\]
Here we used the properties of complex numbers. From (29), by virtue of the condition i), we obtain the following inequalities:
\[
|\langle \lambda \rangle u \rangle| \geq \left| \int_{-\infty}^{\infty} \{n R_{1,j}(y)\}u^2dy \right| \geq |n| R_1(y), \|u\|_2^2,
\]
\[
|\langle \lambda \rangle u \rangle| \geq \left| \int_{-\infty}^{\infty} \{n^3 R_{2,j}(y)\}u^2dy \right| \geq |n| |R_2(y)|, \|u\|_2^2,
\]
where \( R_1(y) = \min_{y \in \Delta_j} R_{1,j}(y), R_2(y) = \min_{y \in \Delta_j} |R_{2,j}(y)|. \) From these inequalities and using the Cauchy-Bunyakovsky inequality, we find that:
\[
\|\{\lambda \}u\|_2 \geq |n| R_1(y), \|u\|_2 ;
\]
\[
\|\{\lambda \}u\|_2 \geq n^3 R_2(y), \|u\|_2.
\]
Lemma 2.10 is proved.
Lemma 2.11. Let the condition i) be fulfilled and $\lambda \geq \lambda_0$, $\alpha = 0, 1, 2, 3$, $p(y)$ defined on $R$ continuous function. Then the estimate
\[
\left\|p(y)\right\|_{L_2(R)\to L_2(R)}^2 \leq \sup_{j \in Z} \left\|p(y)\right\|_{C_R} \cdot \left\|\varphi_j(l_{n,j} + \lambda I)\right\|_{L_2(\Delta_j)}^2.
\]

Proof. Let $f \in C^\infty_0(R)$. From the representation (16), taking the properties of the functions $\varphi_j$ ($j \in Z$) into account, we have:
\[
\left\|p(y)\right\|_{L_2(R)\to L_2(R)}^2 \leq \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right) \left(\varphi_j(l_{n,j} + \lambda I)\right) dy \leq \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 dy \leq \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right) \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right) \left|f\right|^2 dy.
\]
As it is known that on $\Delta_j(j \in Z)$ the interval only functions $\varphi_{j-1}, \varphi_j, \varphi_{j+1}$ are nonzero, therefore
\[
\left\|p(y)\right\|_{L_2(R)\to L_2(R)}^2 \leq \sum_{j} \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 \left|f\right|^2 dy \leq \sum_{j} \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 dy \leq \sum_{j} \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 \left|f\right|^2 dy.
\]
Since $(\sum_j \varphi_j^2) = 1$, then from (31) we have
\[
\left\|p(y)\right\|_{L_2(R)\to L_2(R)}^2 \leq \sum_{j} \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 \left|f\right|^2 dy \leq \sum_{j} \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 \left|f\right|^2 dy \leq \sum_{j} \int_{-\infty}^{\infty} \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right)^2 \left|f\right|^2 dy.
\]
Lemma 2.5 implies that $\left\|I - B\right\|_{L_2(R)\to L_2(R)}^2 < c(\lambda)$. From this and from (32) we obtain that
\[
\left\|p(y)\right\|_{L_2(R)\to L_2(R)}^2 \leq 9 \cdot c(\lambda) \sup_{j \in Z} \left\|p(y)\right\|_{C_R} \cdot \left|p(y)\right| \left(\sum_{j} \varphi_j(l_{n,j} + \lambda I)\right) \left|f\right|^2 dy.
\]
Lemma 2.11 is proved.

Lemma 2.12. Let the conditions i)-ii) be fulfilled. Then the following estimates:
\[
\left\|R_0(y)\right\|_{L_2(R)\to L_2(R)} \leq C_0 < \infty;
\]
\[
\left\|R_1(y)\right\|_{L_2(R)\to L_2(R)} \leq C_1 < \infty;
\]
\[
\left\|R_2(y)\right\|_{L_2(R)\to L_2(R)} \leq C_2 < \infty;
\]
hold, where $C_0, C_1, C_2$ are independent of $n$ ($n = 0, \pm 1, \pm 2, \ldots$).

Proof. (30) shows that the operator $R_0(l_{n,j} + \lambda I)$ is bounded, if $\sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(R)\to L_2(R)} \leq C(\lambda) \sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(\Delta_j)} \leq C(\lambda) \sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(\Delta_j)} \leq C(\lambda) \sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(\Delta_j)}.
\]
Therefore, we will use the last expression
\[
\left\|R_0(y)\right\|_{L_2(R)\to L_2(R)} \leq C(\lambda) \sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(\Delta_j)} \leq C(\lambda) \sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(\Delta_j)} \leq C(\lambda) \sup_{j \in Z} \left\|R_0(y)\right\|_{L_2(\Delta_j)}.
\]

Mathematics series. № 1(101)/2021 93
Hence, taking the inequality (23) and the condition ii) into account, we find that
\[
\|R_0(y)(l_n + \lambda I)^{-1}\|_{L_2(R) \to L_2(R)}^2 \leq C(\lambda) \sup_{|y-t| \leq 1} \frac{R_0^2(y)}{R_0^2(t)} < C(\lambda) \cdot \mu_0^2 \leq C_0^2 < \infty.
\]
The last estimate proves the inequality (33) of Lemma 2.12.

Let us prove the inequality (34). Using Lemma 2.11, we have:
\[
\|R_1(y)|n|(l_n + \lambda I)^{-1}\|_{L_2(R) \to L_2(R)}^2 \leq C(\lambda) \sup_{j \in Z} \|R_1(y)|n|\varphi_j(l_{n,j} + \lambda I)^{-1}\|_{L_2(\Delta_j) \to L_2(\Delta_j)}^2 \leq C(\lambda) \sup_{y \in Y} \max_{j \in Z} R_1^2(y)|n|^2 \|\varphi_j(l_{n,j} + \lambda I)^{-1}\|_{L_2(\Delta_j) \to L_2(\Delta_j)}.
\]
Hence, using (24), as well as considering condition ii), we find that
\[
\|R_1(y)|n|(l_n + \lambda I)^{-1}\|_{L_2(R) \to L_2(R)}^2 \leq C(\lambda) \cdot \mu_1^2 \leq C_1^2 < \infty.
\]
The inequality (34) is proved.

Let us prove the inequality (35). Reproducing the computations arguments used in the proof of the inequalities (33), (34) and using the inequality (25), we obtain
\[
\|R_2(y)|n|^3(l_n + \lambda I)^{-1}\|_{L_2(R) \to L_2(R)}^2 \leq C(\lambda) \sup_{j \in Z} \|R_2(y)|n|^3\varphi_j(l_{n,j} + \lambda I)^{-1}\|_{L_2(\Delta_j) \to L_2(\Delta_j)}^2 \leq C(\lambda) \cdot \mu_1^2 \leq C_2^2 < \infty.
\]
The inequality (35) is proved. Lemma 2.12 is completely proved.

5 Proof of Theorem 2

The representation (20) implies that
\[
R_0(y)u(x, y) = R_0(y)(L + \lambda I)^{-1}f(x, y) = \sum_{n = -\infty}^{\infty} R_0(y)(l_n + \lambda I)^{-1}f_n(y) \cdot e^{inx}.
\]
Calculate the norm $R_0(y)(L + \lambda I)^{-1}f$:
\[
\|R_0(y)(L + \lambda I)^{-1}f\|_{L_2(\Omega)}^2 = \left\| \sum_{n = -\infty}^{\infty} R_0(y)(l_n + \lambda I)^{-1}f_n(y) \cdot e^{inx} \right\|_{L_2(\Omega)}^2 \leq 2\pi \sum_{n = -\infty}^{\infty} \|R_0(y)(l_n + \lambda I)^{-1}f_n(y) \cdot e^{inx}\|_{L_2(\Omega)}^2.
\]
From this and from Lemma 2.12 we have that
\[
\|R_0(y)(L + \lambda I)^{-1}f\|_{L_2(\Omega)}^2 \leq \sum_{n = -\infty}^{\infty} \|R_0(y)(l_n + \lambda I)^{-1}\|_{L_2(\Omega)}^2 \cdot \|f_n(y)\|_{L_2(\Omega)}^2 \leq C_0^2 \|f\|_{L_2(\Omega)}^2.
\]
From the last estimate, it follows that
\[
\|R_0(y)u(x, y)\|_{L_2(\Omega)} = \|R_0(y)(L + \lambda I)^{-1}f(x, y)\|_{L_2(\Omega)} \leq C_0 \|(L + \lambda I)^{-1}u\|_{L_2(\Omega)} \tag{36}
\]
where $(L + \lambda I)u = f$.

Similarly, by virtue of the estimate (34) we have:
\[
\left\| R_1(y) \frac{\partial u}{\partial x} \right\|_{L_2(\Omega)} \leq C_1 \|(L + \lambda I)^{-1}u\|_{L_2(\Omega)} \tag{37}
\]
Similarly, repeating the above calculations, we get that
\[
\left\| R_1(y) \frac{\partial^3 u}{\partial x^3} \right\|_{L^2(\Omega)}^2 \leq C_2 \| (L + \lambda I)^{-1} u \|_{L^2(\Omega)}.
\] (38)
Now the inequalities (36)-(38) imply that
\[
\left\| \frac{\partial u}{\partial y} \right\|_{L^2(\Omega)} = \left\| (L + \lambda I) - R_2(y) \frac{\partial^3 u}{\partial x^3} - R_1(y) \frac{\partial u}{\partial y} - R_0(y) u - \lambda u \right\|_{L^2(\Omega)} \leq \| (L + \lambda I) \|_{L^2(\Omega)} + \\
+ \left\| R_2(y) \frac{\partial^3 u}{\partial x^3} \right\|_{L^2(\Omega)} + \left\| R_1(y) \frac{\partial u}{\partial y} \right\|_{L^2(\Omega)} + \| R_0(y) u \|_{L^2(\Omega)} \leq \| (L + \lambda I) \|_{L^2(\Omega)} + \\
+ C_2 \| (L + \lambda I) u \|_{L^2(\Omega)} + C_1 \| (L + \lambda I) u \|_{L^2(\Omega)} + C_0 \| (L + \lambda I) u \|_{L^2(\Omega)} + \lambda \| (L + \lambda I) u \|_{L^2(\Omega)} \leq \\
\leq C(\lambda) \| (L + \lambda I) u \|_{L^2(\Omega)}.
\] (39)
We obtain from the inequalities (36)-(39) that
\[
\left\| \frac{\partial u}{\partial y} \right\|_{L^2(\Omega)} + \left\| R_2(y) \frac{\partial^3 u}{\partial x^3} \right\|_{L^2(\Omega)} + \left\| R_1(y) \frac{\partial u}{\partial y} \right\|_{L^2(\Omega)} + \| R_0(y) u \|_{L^2(\Omega)} \leq C(\lambda) \left( \| L u \|_{L^2(\Omega)} + \| u \|_{L^2(\Omega)} \right).
\]

Theorem 2 is completely proved.
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On construction of a field of forces along given trajectories  
in the presence of random perturbations

In this paper, a force field is constructed along a given integral manifold in the presence of random perturbing forces. In this case, two types of integral manifolds are considered separately: 1) trajectories that depend on generalized coordinates and do not depend on generalized velocities, and 2) trajectories that depend on both generalized coordinates and generalized velocities. The construction of the force field is carried out in the class of second-order stochastic Ito differential equations. It is assumed that the functions in the right-hand sides of the equation must be continuous in time and satisfy the Lipschitz condition in generalized coordinates and generalized velocities. Also this functions satisfy the condition for linear growth in generalized coordinates and generalized velocities. These assumptions ensure the existence and uniqueness up to stochastic equivalence of the solution to the Cauchy problem of the constructed equations in the phase space, which is a strictly Markov process continuous with probability 1. To solve the two posed problems, stochastic differential equations of perturbed motion with respect to the integral manifold are constructed. Moreover, in the case when the trajectories depend on generalized coordinates and do not depend on generalized velocities, the second order equations of perturbed motion are constructed, and in the case when the trajectories depend on both generalized coordinates and generalized velocities, the first order equations of perturbed motion are constructed. And further, in both cases by Erugin’s method necessary and sufficient conditions for solving the posed problems are derived.

\textbf{Keywords:} stochastic differential equations, inverse problems, stability, integral manifold.

Introduction

The theory of inverse problems of differential systems in the class of ordinary differential equations is quite fully developed in \cite{1–6, etc.}. And set of ordinary differential equations is constructed along a given integral curve in \cite{1}. This work later turned out to be fundamental in the formation and development of the theory of inverse problems of the dynamics of systems described by ordinary differential equations. Formulations, classification of inverse problems of differential systems are stated and general methods of their solving in the class of ordinary differential equations are developed in \cite{2–6}. We also note \cite{7–9}, in which inverse problems of dynamics of automatic control systems are considered in the class of ordinary differential equations. Methods for solving inverse problems in the class of ordinary differential equations are generalized to the class of Ito stochastic differential equations in \cite{10–14}. In this paper, the results of \cite{15, 16}, obtained in the class of ordinary differential equations, are extended to the class of Ito stochastic differential equations.

1 The problem of construction of a force field along given trajectories  
\textit{(independent of velocities) in the presence of random perturbations}

Let the trajectory

$\Lambda: \lambda(x, y, t) = 0, \forall t \in \lambda(x, y, t) \in C^{222}, \lambda \in R^1$ \hspace{1cm} (1.1)

be given. It is required to construct a force field in the presence of random perturbing forces so that the constructed force field has a given trajectory as an integral manifold

$\begin{cases} \ddot{x} = X_1(x, y, t) + \tilde{\sigma}_1(x, y, t) \dot{\xi}, \\ \ddot{y} = Y_1(x, y, t) + \tilde{\sigma}_1(x, y, t) \dot{\xi}, \end{cases}$ \hspace{1cm} (1.2)

\*Corresponding author.

\textit{E-mail: v_gulmira@mail.ru}
here $\xi = \xi(t, \omega)$ is random process with independent increments, which, following [17], can be represented as a
sum $\xi = \xi_0 + \int c(\mu)P_0(t, d\mu)$, where $\xi_0$ is a Wiener process and $P_0$ is a Poisson process. $P_0(t, d\mu)$ is the number of
jumps of $P_0$ on the interval $[0, t]$, that fall on the set $d\mu$. $c(\mu)$ is a scalar function mapping the space $R^2$ into
the space $R^1$ of values of the process $\xi(t)$ for any $t$.

**Definition 1.** A function $f(z, t)$ belongs to the class $K$, $f \in K$, if $z$ is continuous in $t$, $t \in [0, \infty]$, and is
Lipschitz continuous in $x$ and $y$ $\|f(z, t) - f(\tilde{z}, t)\| \leq B\|z - \tilde{z}\|$ in the entire space $z = (x, y)^T \in R^2$ and satisfies the
condition $\|f(z, t)\| \leq B(1 + \|z\|)$ of linear growth with respect to $z$ with some constant $B$.

It is assumed that, $X(t, x, y, t)$, $Y(t, x, y, t)$, $\tilde{\sigma}_1(x, y, t)$ and $\tilde{\sigma}_1(x, y, t)$, belong to the class $K$, which ensures the existence and uniqueness in the space $R^2$ up to stochastic equivalence of solution $(x(t), y(t), \tilde{x}(t), \tilde{y}(t))^T$ of the
system of equations (1.1) with the initial condition $(x(t_0), y(t_0), \dot{x}(t_0), \dot{y}(t_0))^T = (x_0, y_0, \dot{x}_0, \dot{y}_0)^T$ which is
continuous with probability 1 strictly Markov process [17].

The projections of the velocity of a material point $\tilde{x}, \tilde{y}$ onto the coordinate axes $x, y$ are determined from the
equation
$$\dot{\lambda} = \lambda_t + \lambda_x \dot{x} + \lambda_y \dot{y}.$$ Differentiating the last expression with respect to time, we obtain
$$\ddot{\lambda} = \lambda_{tt} + \lambda_{tx} \dot{x} + \lambda_{ty} \dot{y} + \lambda_x \ddot{x} + \lambda_{txx} \ddot{x} + \lambda_{txy} \ddot{y} + \lambda_y \ddot{y} =
= \lambda_{tt} + \lambda_{tx} \dot{x} + \lambda_{ty} \dot{y} + \lambda_{txx} \ddot{x}^2 + \lambda_{txy} \ddot{y} + \lambda_x \ddot{x} + \ddot{\sigma}_1 \dot{x} + \lambda_{yy} \ddot{y} + \lambda_y \ddot{y}.$$ (1.3)

To ensure the integrality of set (1.1) for the system of differential equations (1.2), following Erugin’s method,
we introduce the vector function $A$ and the matrix $B$
$$A_1 = A_1(\lambda, \dot{\lambda}; x, y, \dot{x}, \dot{y}, t), \quad B_1 = B_1(\lambda, \dot{\lambda}; x, y, \dot{x}, \dot{y}, t)$$
with properties $A_1(0, 0; x, y, \dot{x}, \dot{y}, t) \equiv B_1(0, 0; x, y, \dot{x}, \dot{y}, t) \equiv 0$, such that
$$\ddot{\lambda} = A_1 + B_1 \dot{\xi}.$$ (1.4)

In view of (1.3) and (1.4), we have
$$A_1 = \lambda_{tt} + \lambda_{tx} \dot{x} + \lambda_{ty} \dot{y} + \lambda_{txx} \ddot{x}^2 + \lambda_{txy} \ddot{y} + \lambda_x \ddot{x} + \lambda_{yy} \ddot{y} + \lambda_y \ddot{y},$$
$$B_1 = \lambda_x \dot{x} + \lambda_y \dot{y}.$$ (1.5)

Let $\lambda_x^2 + \lambda_y^2 \neq 0$ takes place, then
a) if $\lambda_x \neq 0$ for any $x, y$, then
$$\{ \begin{array}{l}
X_1 = \lambda_x^{-1}(A_1 - \lambda_{xx} \ddot{x}^2 - 2\lambda_{xy} \ddot{y} - \lambda_{yy} \ddot{y}^2 - \lambda_x \ddot{x}) \\
\tilde{\sigma}_1 = \lambda_x^{-1}(B_1 - \lambda_x \dot{x})
\end{array} \} \quad (1.5)$$
for any $Y_1, \tilde{\sigma}_1$ from the class K;
6) if $\lambda_y \neq 0$ for any $x, y$, then
$$\{ \begin{array}{l}
Y_1 = \lambda_y^{-1}(A_1 - \lambda_{xx} \ddot{x}^2 - 2\lambda_{xy} \ddot{y} - \lambda_{yy} \ddot{y}^2 - \lambda_y \ddot{y}) \\
\tilde{\sigma}_1 = \lambda_y^{-1}(B_1 - \lambda_y \dot{y})
\end{array} \} \quad (1.6)$$
for any $X_1, \tilde{\sigma}_1$ from the class K.

**Theorem 1.** A necessary and sufficient condition that the set of force fields (1.2) has a given trajectory (1.1)
in the presence of random perturbations from the class of processes with independent increments is that one of
conditions (1.5) or (1.6) be satisfied.

2 The problem of construction of a force field along given trajectories
(depending on velocities) in the presence of random perturbations

Let us consider the case when the given trajectory $\lambda$ depends on both generalized coordinates and generalized
velocities
$$A : \lambda(\dot{x}, \dot{y}, t) = 0,$$ (2.1)
where $\lambda = \lambda(x, \dot{x}, y, \dot{y}, t) \in C_{x,y,t}^{12121}$, $\lambda \in R^1$. Mathematics series. № 1(101)/2021 99
It is required to construct a force field in the presence of random perturbing forces so that the constructed force field has a given trajectory as an integral manifold

\[ \begin{cases} \ddot{x} = X_2(x, y) + \dot{\sigma}_2(x, y) \dot{\eta}, \\ \ddot{y} = Y_2(x, y, t) + \dot{\sigma}_2(x, y, t) \dot{\eta}, \end{cases} \]  
\hspace{1cm} (2.2)

here \( \eta = \eta(t, \omega) \) is scalar Wiener process [17].

Let us compose the equation of the perturbed motion relative to a given trajectory (2.1). To do this, we differentiate (2.1) with respect to time and obtain

\[ \dot{\lambda} = \lambda_t + \lambda_x \dot{x} + \lambda_y \dot{y} = \lambda_x \dot{x} + \lambda_y (X_2 + \dot{\sigma}_2 \dot{\eta}) + \lambda_y \dot{y} + \lambda_y (Y_2 + \dot{\sigma}_2 \dot{\eta}) + \frac{1}{2} (\lambda_{xx} \dot{\sigma}_2^2 + \lambda_{yy} \dot{\sigma}_2^2). \]  
\hspace{1cm} (2.3)

Further, following Erugin’s method [1], we introduce the vector function \( A_2 \) the matrix \( B_2 \)

\[ A_2 = A_2(\lambda; x, y, \dot{x}, \dot{y}), \quad B_2 = B_2(\lambda; x, y, \dot{x}, \dot{y}) \]

with properties \( A_2(0; x, y, \dot{x}, \dot{y}) = 0, \quad B_2(0; x, y, \dot{x}, \dot{y}) = 0 \) such that

\[ \dot{\lambda} = A_2 + B_2 \dot{\eta}. \]  
\hspace{1cm} (2.4)

In view of (2.3) and (2.4), we arrive at the relations

\[ A_2 = \lambda_x \dot{x} + \lambda_x X + \lambda_y \dot{y} + \lambda_y Y + \frac{1}{2} (\lambda_{xx} \dot{\sigma}_2^2 + \lambda_{yy} \dot{\sigma}_2^2), \]
\[ B_2 = \lambda_x \dot{\sigma}_2 + \lambda_y \dot{\sigma}_2. \]

Let \( \lambda_x^2 + \lambda_y^2 \neq 0 \) takes place. Then

a) if \( \lambda_x \neq 0 \) for any \( x, y, \) then

\[ \begin{cases} X_2 = \lambda_x^{-1} (A_2 - \lambda_x \dot{x} - \lambda_y \dot{y} - \lambda_y Y_2 - \frac{1}{2} (\lambda_{xx} \dot{\sigma}_2^2 + \lambda_{yy} \dot{\sigma}_2^2)) \\ \dot{\sigma}_2 = \lambda_y^{-1} (B_2 - \lambda_y \dot{\sigma}_2) \end{cases} \]  
\hspace{1cm} (2.5)

for any \( Y_2, \dot{\sigma}_2 \) from \( K \);

b) if \( \lambda_y \neq 0 \) for any \( x, y, \) then

\[ \begin{cases} Y_2 = \lambda_y^{-1} (A_2 - \lambda_x \dot{x} - \lambda_x X_2 + \lambda_y \dot{y} - \frac{1}{2} (\lambda_{xx} \dot{\sigma}_2^2 + \lambda_{yy} \dot{\sigma}_2^2)) \\ \dot{\sigma}_2 = \lambda_y^{-1} (B_2 - \lambda_x \dot{\sigma}_1) \end{cases} \]  
\hspace{1cm} (2.6)

for any \( X_2, \dot{\sigma}_2 \) from the class \( K \).

The following theorem holds.

**Theorem 2.** A necessary and sufficient condition that the set of force fields (2.2) has a given trajectory (2.1) in the presence of random perturbations from the class of Wiener processes is that one of conditions (2.5) or (2.6) be satisfied.

**Conclusion**

Thus, the article deals with stochastic problems of constructing a force field along given trajectories. In the first section trajectories depend on generalized coordinates and do not depend on generalized velocities. And in the second section trajectories depend on both generalized coordinates and generalized velocities. The obtained results extend Galuullin’s some statements [2,3] on the construction of a force field from a given family of trajectories in the class of ordinary differential equations to the class of second-order stochastic Itô differential equations.
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О построении поля сил по заданным траекториям при наличии случайных возмущений

В статье построено силовое поле по заданному интегральному многообразию при наличии случайных возмущающих сил. При этом отдельно рассмотрены два вида интегральных многообразий: 1) траектории, зависящие от обобщенных координат и не зависящие от обобщенных скоростей, и 2) траектории, зависящие как от обобщенных координат, так и от обобщенных скоростей. Построение силового поля проводится в классе стохастических дифференциальных уравнений Ито второго порядка. При этом предполагается, что функции, входящие в правые части уравнения, должны быть непрерывными по времени и удовлетворять условию Липшица по обобщенным координатам и обобщенным скоростям, а также условию линейного роста по обобщенным координатам и обобщенным скоростям. Эти предположения обеспечивают в фазовом пространстве существование и единственность стохасти

Ключевые слова: стохастические дифференциальные уравнения, обратные задачи, устойчивость, интегральное многообразие.
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The solvability conditions for the second order nonlinear differential equation with unbounded coefficients in $L_2(\mathbb{R})$

The article deals with the existence of a generalized solution for the second order nonlinear differential equation in an unbounded domain. Intermediate and lower coefficients of the equation depend on the required function and considered smooth. The novelty of the work is that we prove the solvability of a nonlinear singular equation with the leading coefficient not separated from zero. In contrast to the works considered earlier, the leading coefficient of the equation can tend to zero, while the intermediate coefficient tends to infinity and does not depend on the growth of the lower coefficient. The result obtained formulated in terms of the coefficients of the equation themselves; there are no conditions on any derivatives of these coefficients.

Keywords: second order differential equation, nonlinear differential equation, differential equation in an unbounded domain, generalized solution, solvability.

Introduction

We investigate the following second-order singular differential equation

$$-\rho(x)(\rho(x)y')' + r(x,y)y' + s(x,y)y = f(x),$$

(1)

where $x \in \mathbb{R} = (-\infty, +\infty)$, $\rho$ is a twice continuously differentiable function, $r$ is a continuously differentiable function, and $s$ is a continuous function, $f \in L_2 \equiv L_2(\mathbb{R}), \| \cdot \|_2$ is the norm in $L_2$. The singularity of the equation (1) means that it is given in a non-compact domain, and its coefficients can be unbounded.

The study of the equation (1) and its multidimensional generalizations is related to applications in quantum mechanics, stochastic analysis and stochastic differential equations [1–4]. In the following researches [5–8] the linear case of equation (1) is also considered and it is assumed that the intermediate coefficient $r(x)$ can not grow faster than $|x|\ln |x|$ at infinity. In [5–8] issues on solvability of the equation (1) were considered only for the case $\rho(x) \equiv 0 > 0$. The issue on solvability of the equation (1) stays unresolved for the case when the growth of $|r(x)|$ is faster than $|x|\ln |x|$ and is not dependent on $s$, and also when the coefficient $\rho(x)$ approaches zero as $x \to +\infty$ or as $x \to -\infty$.

For the case when $\rho \equiv 1$ and $|r|$ grows rapidly and does not depend on the coefficient $s$ the equation (1) was analyzed in [9]. Here it was determined the solvability and the maximal regularity for the solution. The linear case for the equation (1) with a fast-growing growing intermediate coefficient was studied in [10] (when $f \in L_2$), [11] (when $f \in L_1(\mathbb{R})$) and [12] (when $f \in L_p(\mathbb{R}), 1 < p < +\infty$). In [10–12] the function $\rho(x)$ is assumed to be separated from zero and bounded, or equal to 1. The study of the solvability of different classes of partial differential equations with unbounded coefficients is presented in [13–16].

Note that the rapid and independent growth of the absolute value of the intermediate coefficient $r$ makes a big difference for solvability of the equation (1). Firstly, in this case the coefficient $s$ can be unbounded from below. Moreover it can approach to $-\infty$ with certain rate [11, 12], where the rate of approaching $s$ to $-\infty$ depends on the growth rate of $|r|$. Also let us note that in the study of the Sturm-Liouville equation (the case $\rho \equiv 1, r \equiv 0, s(x,y) = s(x)$) it is usually assumed that $s \geq -kx^2$ for some $k$ [2]. Such condition in the case of equation (1) with unbounded $r$ is not necessary.
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Secondly, due to the growth of the absolute value of \( r \) in the equation (1) it turns out we can assume approaching zero at infinity for the coefficient \( \rho \) in the leading term, thereby considering the so-called case of degeneration. The theorem 1 presented below shows that the rate of approaching \( \rho \) to zero also depends on the growth of \( |r| \).

In the work [17] the results of the correct solvability and also a coercive estimate for the equation (1) was established in the case \( r(x, y) = r(x), s(x, y) = s(x) \) and \( \rho(x) > 0 \). In this paper we propose to extend some of the results obtained in [17] to the case of nonlinear generalization of equation (1).

**Preliminaries**

Let \( C^k_0(\mathbb{R})(k = 1, 2, \ldots) \) be the set of \( k \) times continuously differentiable functions on \( \mathbb{R} \) with compact support and \( C^{(j)}_{\text{loc}}(\mathbb{R}) \) \( \overset{\text{def}}{=} \{ y : \psi y \in C^{(j)}_0(\mathbb{R}), \forall \psi \in C^{(j)}_0(\mathbb{R}) \} \) \( (j = 1, 2) \). Consider the following linear equation

\[
-\rho(x) (\rho(x)y')' + r(x)y' + s(x)y = F(x).
\]

**Lemma 1.** If \( g \) and \( h \) are continuous functions such that \( \gamma_{g,h} < +\infty \). Then for \( y \in C^1_0(\mathbb{R}) \) the following inequality holds

\[
\int_{\mathbb{R}} |g(x)y(x)|^2 dx \leq C_1 \int_{\mathbb{R}} |h(x)y'(x)|^2 dx.
\]

Moreover we have \( (\min (\alpha_{g,h}, \beta_{g,h}))^2 \leq C_1 \leq 4 (\gamma_{g,h})^2 \).

Let the operator \( l_0 y = -\rho(x)(\rho(x)y)' + r(x)y' + s(x)y \) is defined on the set \( C^{(2)}_0(\mathbb{R}) \), we denote the closure of the operator \( l_0 \) by \( l \) in \( L_2 \). The function \( y \in D(l) \) such that \( ly = f \) is said to be a solution of the equation (2).

The following statement is proved in [9].

**Lemma 2.** If \( 0 < \rho(x) < +\infty \) is a twice continuously differentiable function, \( r(x) \geq 1 \) is a continuously differentiable function, and \( s(x) \) is a continuous function, \( r(x) \geq \rho^2(x), \gamma_{1,\nu} < +\infty, \gamma_{s,r} < +\infty \) and there exists \( a \in \mathbb{R} \) such that

\[
\sup_{a < x < a} \left\{ \rho(x) \exp \left( -\int_a^x \frac{r(t)}{\rho^2(t)} dt \right) \right\} < +\infty.
\]

Next, let there be \( C_2 > 1 \) such that

\[
C_2^{-1} \leq \frac{\rho(x)}{\rho(\nu)} \leq C_2, \quad C_2^{-1} \leq \frac{r(x)}{r(\nu)} \leq C_2, \quad \text{as} \quad |x - \nu| \leq 1.
\]

Then for any right-hand side \( F \in L_2 \) the linear equation (2) has a unique solution \( y \) and for \( y \) the following inequality holds

\[
\left\| -\rho(\rho y')' + |y'|^2 + \|sy\|^2 \right\|_2 \leq C_3 \| F \|_2.
\]

**The solvability conditions for the second order non-linear differential equation**

For continuous functions of two variables \( g(x, y) \) and \( h(x, y) \) \( \neq 0 \) we denote

\[
\alpha_{g,h}(t, y) \overset{\text{def}}{=} \left( \int_0^t |g(x, y)|^2 dx \right)^{\frac{1}{2}} \left( \int_t^{+\infty} \frac{dx}{|h(x, y)|^2} \right)^{\frac{1}{2}} (t > 0),
\]
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Then the equation (1) have a solution for some \(a > 0\), \(A > 0\) the inequalities holds

\[
\sup_{|x-v| \leq 1} \frac{r(x, C')}{r(x, C'')} \leq T(A) < +\infty, \quad C_4^{-1} \leq \frac{\rho(x)}{\rho(v)} \leq C_4, \text{ as } |x - v| < 1.
\]

Then the equation (1) have a solution \(y\), and for \(y\) the following inequality holds

\[
|| - \rho(x)(\rho(x)y')' + ||r(x, y)y' ||_2 + ||s(x, y)y||_2 < +\infty.
\]

Proof. Let \(C(\mathbb{R})\) be a space of continuous and bounded functions with the norm \(\|y\|_{C(\mathbb{R})} \overset{def}{=} \sup_{t \in \mathbb{R}}|y(t)|\), and \(\varepsilon\) and \(A\) are given positive numbers. We consider the following set

\[
B_A \overset{def}{=} \{ z \in C(\mathbb{R}) : \|z\|_{C(\mathbb{R})} \leq A \}.
\]

Let \(v \in B_A\), and \(L_{v,\varepsilon}\) be a closure in \(L_2\) of linear differential operator

\[
l_{v,\varepsilon} = -\rho(x)(\rho(x)y)' + (r(x, v(x)) + \varepsilon(1 + x^2))y' + s(x, v(x))y,
\]

defined on the set \(C^{(2)}_0(\mathbb{R})\). Now we consider the equation

\[
L_{v,\varepsilon}y = f.
\]

A function \(y \in D(L_{v,\varepsilon})\) satisfying the equation (4) we call a solution of that equation. Since the conditions of lemma 2 hold for the functions \(\rho(x), r(x, v(x)) + \varepsilon(1 + x^2), s(x, v(x))\) then for any \(f \in L_2\) the equation (4) has unique solution \(y = y_e\), and for \(y\) the following estimate holds

\[
|| - \rho(x)(\rho(x)y')' + \|r(x, v(x)) + \varepsilon(1 + x^2)\|_2 + \|s(x, v(x))y\|_2 \leq C_5\|f\|_2.
\]
Let $k > 0$. Using the Hölder’s inequality we get

$$
(1 + x^2)^k y = \int_{-\infty}^{x}((1 + t^2)^k y' + k) dt 
= \int_{-\infty}^{x} (1 + t^2)^{-\alpha} (1 + t^2)^{k+\alpha} |y'| dt + k \int_{-\infty}^{x} (1 + t^2)^{k+\beta} |y| dt 
\leq \left( \int_{-\infty}^{x} (1 + t^2)^{-2\alpha} dt \right)^{\frac{1}{2}} \left( \int_{-\infty}^{x} (1 + t^2)^{2(k+\alpha)} |y'|^2 dt \right)^{\frac{1}{2}} + \left( \int_{-\infty}^{x} (1 + t^2)^{-2\beta} dt \right)^{\frac{1}{2}} \left( \int_{-\infty}^{x} (1 + t^2)^{2(k+\beta)} |y|^2 dt \right)^{\frac{1}{2}}.
$$

We choose the numbers $\alpha$ and $\beta$ so that $\frac{3}{4} < \alpha$, $\frac{1}{4} < \beta \leq \alpha - \frac{1}{2}$. Then

$$
\left( \int_{-\infty}^{x} (1 + t^2)^{-2\alpha} dt \right)^{\frac{1}{2}} \left( \int_{-\infty}^{x} (1 + t^2)^{2(k+\alpha)} |y'|^2 dt \right)^{\frac{1}{2}} + \left( \int_{-\infty}^{x} (1 + t^2)^{-2\beta} dt \right)^{\frac{1}{2}} \left( \int_{-\infty}^{x} (1 + t^2)^{2(k+\beta)} |y|^2 dt \right)^{\frac{1}{2}} 
\leq C_\alpha \|(1 + x^2)^{k+\alpha} y'\|_2 + C_\beta \|(1 + x^2)^{k+\beta} y\|_2. \tag{7}
$$

Using the lemma 1 and the condition $\alpha \geq \beta + \frac{1}{2}$ we obtain

$$
C_\alpha \|(1 + x^2)^{k+\alpha} y'\|_2 + C_\beta \|(1 + x^2)^{k+\beta} y\|_2 
\leq C_\delta \|(1 + x^2)^{k+\alpha} y'\|_2.
$$

Let $\alpha = \frac{3}{4} + \frac{\delta}{2}$ and $\beta = \frac{1}{4} + \frac{\delta}{2}$, where $\delta$ is the number from the condition (3). Then from (6) and (7) we receive

$$
\sup_{x \in \mathbb{R}} \left|(1 + x^2)^{k} y\right| \leq C_\delta \|(1 + x^2)^{k+\frac{\delta}{2}} y'\|_2.
$$

Finally, by putting $k = \frac{\delta}{2}$ and taking into account the condition (3), we obtain the following estimate

$$
\sup_{x \in \mathbb{R}} \left|(1 + x^2)^{\frac{\delta}{2}} y\right| \leq C_\delta \|y'\|_2.
$$

Therefore due to (5), lemma 1 and the condition (3) we have

$$
\|y\|_W \overset{\text{def}}{=} \| - \rho(x)(\rho(x)y')' \|_2 + \| (r(x, v(x)) + (1 + x^2)) y' \|_2 + \| (s(x, v(x)) + (1 + x^2)^\frac{\delta}{2}) y \|_2 + \sup_{x \in \mathbb{R}} \left|(1 + x^2)^{\frac{\delta}{2}} y(x)\right| \leq C_\delta \|f\|_2, \tag{8}
$$

where the constant $C_\delta$ does not depend on $y$.

Let $A = C_\delta \|f\|_2$, and $L^{-1}_{v,\varepsilon}$ be an operator inverse to $L_{v,\varepsilon}$. We denote $P_\varepsilon(v) \overset{\text{def}}{=} L^{-1}_{v,\varepsilon} f$. It follows from (8) that $P_\varepsilon(v)$ maps the ball $B_A$ into itself. Moreover $B_A$ is mapped to the set

$$
Q_A \overset{\text{def}}{=} \{ y : \|y\|_W \leq C_\delta \|f\|_2 \}.
$$

1. Since $Q_A \subset B_A$ then the set of the functions $Q_A$ is uniformly bounded
2. According to Morrey’s inequality [18, p. 282] with $p = 2$ for the functions $y \in W^1_2(\mathbb{R})$ the following inequality holds

$$
\|y\|_{C^{0, \frac{1}{2}}(\mathbb{R})} \leq C_{10} \|y\|_{W^2_2(\mathbb{R})},
$$
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where $C^{0,1}(\mathbb{R})$ is a Hölder space with a norm

$$
\|y\|_{C^{0,1}(\mathbb{R})} = \sup_{a,b \in \mathbb{R}, a \neq b} \frac{|y(a) - y(b)|}{\sqrt{|a - b|}}.
$$

Therefore, for any $y \in Q_A$

$$
|y(t + h) - y(t)| \leq C_{11} \sqrt{|h|},
$$

and hence functions from $Q_A$ are equicontinuous.

3. It follows from the estimate (8) that

$$
\sup_{x \in \mathbb{R}} \left| (1 + x^2)^{\frac{d}{2}} y(x) \right| \leq A,
$$

therefore, for any $y \in Q_A$ we have

$$
\sup_{x \in \mathbb{R}} |y(x)| \leq \frac{A}{(1 + x^2)^{\frac{d}{2}}} \to 0 \text{ as } |x| \to +\infty.
$$

Hence, the set $Q_A$ is compact in $C(\mathbb{R})$.

We consider a sequence of functions $\{v_n\}_{n=1}^{\infty} \subset B_A$ such that $\|v - v_n\|_{C(\mathbb{R})} \to 0$ as $n \to +\infty$, and denote $P_{\varepsilon}(v_n) = y_n$. Then $L_{v_n,v_n} = f$ and by virtue of linearity of $L_{v,\varepsilon}$ we receive

$$
L_{v,\varepsilon}(y_n - y) = (r(x, v(x)) - r(x, v_n(x))) y'_n + (s(x, v(x)) - s(x, v_n(x))) y_n.
$$

Therefore, for any $N > 0$, taking into account that the functions $r(x, v(x)) - r(x, v_n(x))$ and $s(x, v(x)) - s(x, v_n(x))$ are continuous in $\mathbb{R}$, we get

$$
\|y_n - y\|_{L_2(-N,N)} \leq C_{12} \max \left( \sup_{|x| \leq N} \|r(x, v(x)) - r(x, v_n(x))\|, \sup_{|x| \leq N} |s(x, v(x)) - s(x, v_n(x))| \right) \times
$$

$$
\times \left( \|y'_n\|_{L_2(-N,N)} + \|y_n\|_{L_2(-N,N)} \right) \to 0,
$$

as $n \to +\infty$.

As $v_n \in B_A$ then $y_n \in Q_A$. Since $Q_A$ is a compact in $L_2$, and the operator $L_{v,\varepsilon}$ is closed then the Cauchy sequence $\{y_n\}_{n=1}^{\infty}$ converges to the element $y \in Q_A$ (due to the uniqueness of the limit). Therefore $P_{\varepsilon}$ is a continuous operator.

Thus, the continuous operator $P_{\varepsilon} : B_A \to B_A$ maps the ball $B_A$ into itself, hence according to the Schauder theorem it has a fixed point, i.e., $\exists y \in B_A : P_{\varepsilon}(y) = y$. In other words $y$ satisfies the equation

$$
-\rho(x)(\rho(x) y')' + (r(x, y) + \varepsilon(1 + x^2)) y' + s(x, y) y = f(x),
$$

by virtue of (8) the following estimate holds

$$
\| - \rho(x)(\rho(x) y')'\|_2 + \| (r(x, y) + \varepsilon(1 + x^2)) y'\|_2 + \| s(x, y) y\|_2 \leq C_0 \| f \|_2.
$$

We consider a sequence of positive numbers $\{\varepsilon_k\}_{k=1}^{+\infty}$ tending to 0. If $y_k \in B_A$ is a fixed point of the operator $P_{\varepsilon_k}$ then

$$
-\rho(x)(\rho(x) y_k')' + (r(x, y_k) + \varepsilon_k(1 + x^2)) y_k' + s(x, y_k) y_k = f(x),
$$

and

$$
\| - \rho(x)(\rho(x) y_k')'\|_2 + \| (r(x, y_k) + \varepsilon_k(1 + x^2)) y_k'\|_2 + \| s(x, y_k) y_k\|_2 \leq C_{13} \varepsilon_k \| f \|_2.
$$

(9)

Let $[a, b] \subset \mathbb{R}$ be a finite segment. Since the space $W_2^2(a, b)$ is compactly embedded to $L_2(a, b)$ then there is a subsequence $\{y_{k_i}\}_{i=1}^{+\infty}$, converging to $y$ by the norm of $L_2(a, b)$, that is

$$
\lim_{i \to +\infty} \|y_{k_i} - y\|_{L_2(a,b)} = 0.
$$

Then according to the definition 1, $y$ is the solution of the equation (1), and by virtue of (9) the following estimate holds

$$
\| - \rho(x)(\rho(x) y')'\|_2 + \| (r(x, y) y')'\|_2 + \| s(x, y) y\|_2 < +\infty.
$$
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Conclusion

In this work we considered the conditions of the correct solvability as well as established a coercive estimate for the second-order differential equation (1) in a non-compact domain, and with coefficients that can be unbounded. In the case of a Hilbert space, this work generalizes the results of [17] to the nonlinear differential equation.
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$L_2(\mathbb{R})$-де шенелмеген коэффициенттері бар екінші ретті сызықтық немесе дифференциалдық тендеудің шешілу шарттары

Мақалада шенелмеген областта сызықтық екінші ретти дифференциалдық тендеудің жалпы шешімінің бар болуы мәселесі қарастырылған. Тендеудің әр аралық және ең кіші коэффициенттері ізделген функцияға тауелді және тегіс болып саналады. Жұмыстың жаңа шешімдігі — улан коэффициент-ті нөлден езге болатын сызықтық сингулярлық тендеудің шешімінің дәлелдейтіндігін. Бұрын қарастырылғандағы әйбершілік, тендеудің улан коэффициенті нөлге ұқсатылады, ал аралық коэффициент шексіздікке ұқсатылады және ең кіші коэффициенттің әсуіне баянбайды. Алынған нәтижелі тендеудің коэффициенттері бойынша тәуелді, бул коэффициенттердің кез- келген түзінділірға шарттар қойылмайды.

Кілт сөздер: екінші ретті дифференциалдық тендеу, сызықтық дифференциалдық тендеу, шенелмеген областта дифференциалдық тендеу, жалпы шешім, шешімділік.

Условия разрешимости нелинейного дифференциального уравнения второго порядка с неограниченными коэффициентами в $L_2(\mathbb{R})$

В статье рассмотрен вопрос существования обобщённого решения нелинейного дифференциального уравнения второго порядка в неограниченной области. Промежуточный и младший коэффициенты уравнения зависят от искомой функции и считаются гладкими. Новизна работы состоит в том, что мы доказываем разрешимость нелинейного сингулярного уравнения с неотделённым от нуля старшим коэффициентом. В отличие от работ, рассмотренных ранее, старший коэффициент уравнения может стремиться к нулю, а промежуточный — к бесконечности и не подчиняться росту младшего коэффициента. Полученный результат сформулирован в терминах самих коэффициентов уравнения, в нём не ставятся условия на какие-либо производные этих коэффициентов.

Ключевые слова: дифференциальное уравнение второго порядка, нелинейное дифференциальное уравнение, дифференциальное уравнение в неограниченной области, обобщённое решение, разрешимость.
A.R. Yeshkeyev*, N.M. Mussina
Buketov Karaganda University, Karaganda, Kazakhstan
(E-mail: aibat.kz@gmail.com, nazerke170493@mail.ru)

An algebra of the central types of the mutually model-consistent fragments

In this paper, the model-theoretical properties of the algebra of central types of mutually model-consistent fragments are considered. Also, the connections between the center and the Jonsson theory in the permissible signature enrichment are shown, and within the framework of such enrichment, instead of some complete theory under consideration, we can obtain some complete 1-type, and we will call this type the central type, while the theories under consideration will be hereditary. Our work is divided into 3 sections: 1) the outer and inner worlds of the existentially closed model of the Jonsson theory (and the feature between these worlds is considered for two existentially closed models of this theory); 2) the $\lambda$-comparison of two existentially closed models (the Schroeder-Bernstein problem is adapted to the study of Jonsson theories in the form of a JSB-problem); 3) an algebra of central types (we carry over the results of Section 2 for the algebra $(Fr(C), \times)$, where $C$ is the semantic model of the theory $T$). Also in this article, the following new concepts have been introduced: the outer and inner worlds of one existentially closed model of the same theory (as well as the world of this model), a totally model-consistent Jonsson theory. The main result of our work shows that the properties of the algebra of Jonsson theories for the product of theories are used as an application to the central types of fixed enrichment. And it is easy to see from the definitions of the product of theories and hybrids that these concepts coincide if the product of two Jonsson theories gives a Jonsson theory.

Keywords: Jonsson theory, central types, $\varphi(x)$-set, outer world, inner world, $\lambda$-comparison, totally model-consistent theory, fragment, algebra of the central types, semantical model.

In this article, we will consider an algebra that is related to the central types of some fixed Jonsson spectrum; more precisely, we work in one of the cosemanticness classes of some Jonsson spectrum. Moreover, the center of this class is a perfect, totally model-consistent theory. One of the special cases of the JSB-problem is also considered within the framework of the study of the class of existentially closed models of some fixed Jonsson theory. The problems related to the description of the syntactic and semantic properties of the Jonsson spectrum $JSp(A)$, where $A$ is an arbitrary model of an arbitrary signature, are new problems that appeared in the study of the cosemanticness properties of fixed Jonsson theories [1; 80]. The works related to this topic include the following works [2-5].

The central idea that led to this article is the idea of defining an operation between complete theories. As far as we know, the first source related to this idea that we were able to find is the work [6]. We would like to note that interest in this topic appeared after the reports of M.I. Bekenov [7] and A.M. Nurakunov [8] at various conferences, where they informed us about their achievements in the study of the algebra of theories concerning the operation introduced in [6, 9].

The concept of elementary equivalence between models of a complete theory is an important tool for comparing the similarity of these models, and one of the classical examples of applying this notion to algebra is the Keisler-Shelah theorem on the isomorphism of some ultrapower of elementarily equivalent algebras with each other [10; 363]. In [9] it was shown that elementary equivalence is preserved concerning the Cartesian product. Thus, the above operation, given on theories, preserves elementary equivalence.

The concept of cosemanticness [11; 867] is a generalization of the concept of elementary equivalence. And this concept is directly related to the study of the model-theoretical properties of the Jonsson theory. As follows from the definition, Jonsson theories are, generally speaking, incomplete, so we cannot directly transfer the concept of an operation between Jonsson theories as a Cartesian product of their models, as announced in the
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above reports [7], [8]. In particular, it should be noted that we are not working with the entire class of models of the fixed Jonsson theory, but only with the class of their existentially closed models. And there are 3 reasons for this: 1) as is well known from the definition of Jonsson’s theory, any of its models is isomorphically embedded in some existentially closed model of this theory; 2) in the case of the perfectness of the considered Jonsson theory the class of its existentially closed models coincides with the class of all models of the center of considered Jonsson theory; 3) the semantic model of the considered Jonsson theory is an existentially closed model of this theory. Therefore, we will consider the concept of cosemanticness between the existentially closed models of this Jonsson theory.

The next aspect of the difference between our approach to the algebra of the considered Jonsson theories from the statement of the problem in the reports [7], [8] is the fact that we will deal with central types of a fixed Jonsson spectrum, that is, we will work in some enrichment of the original language.

The concept of a Jonsson spectrum was directly related to the concept of cosemanticness, both between models and theories. The definition of cosemanticness between models and between theories can be found in the following reference [12]. Some interest is the consideration of special definable subsets of the semantic model fixed Jonsson theory. In this regard, we draw the reader’s attention to the following articles [13-15], which use various approaches in adapting the classical concepts of the model theory of arising in the study of complete theories to Jonsson theories.

In [6], the product of two theories was considered, and it was shown that this product preserves the stability properties in the product, if such are the factors.

It is well known that the concept of cosemanticness generalizes the concept of elementary equivalence, that is, if two models of some Jonsson theory of an arbitrary signature are elementarily equivalent to each other, then they are cosemantic to each other. Moreover, the notion of cosemanticness of two models is related to the notion of a Jonsson spectrum as follows: models $A \bowtie B$ if $JSp(A) = JSp(B)$.

Our task in this article is to adapt the above properties of the considered algebra of complete theories to study the model-theoretical properties of some fixed Jonsson theory.

Using the fact that the Jonsson theory $T$ is a special case of inductive theories, we note that the class $E_T$ is always not empty, and also that in inductive theory any model from the class $ModT$ is isomorphically embedded into some model from the class $E_T$.

1. The outer and inner worlds of the existentially closed model of the Jonsson theory

The following definition defines the inner world ($IW_T(A)$) of the model $A$ of the Jonsson theory $T$ when $A \in E_T$.

Definition 1. Let $T$ be an arbitrary Jonsson theory. $IW_T(A) = \{A' \in E_T | f \text{ is isomorphism, } f : A' \rightarrow A, A \in E_T\}$ is called the inner world of the model $A$ for $T$.

The following definition defines the outer world ($OW_T(A)$) of the model $A$ of the Jonsson theory $T$ when $A \in E_T$.

Definition 2. Let $T$ be an arbitrary Jonsson theory. $OW_T(A) = \{B \in E_T : \text{ there exist } A' \cong A, A' \subseteq B\}$ is called the outer world of the model $A$ for $T$.

And just the world of the existentially closed model $A$ will be the following set

$$W_T(A) = IW_T(A) \cup OW_T(A).$$

Note that the above definitions can connect two different existentially closed models in the case of a convex theory. As the following theorem is true.

Theorem 1. Let $T$ be the perfect, strong convex Jonsson theory. Since for any models $A, B \in E_T$ the following is true:

1) $OW_T(A) \cap OW_T(B) \neq \emptyset$.
2) $IW_T(A) \cap IW_T(B) \neq \emptyset$.

Proof. By virtue of the perfectness of the theory $T$, $E_T = ModT^*$. And all existentially closed models of the theory $T$ are models of the center of the theory $T$, therefore property 1) is true due to the fact that models $A$ and $B$ are existentially closed submodels of the semantic model $C$, where $C$ – semantic model of the theory $T$. Due to the strongly convexity of the theory $T$, the intersection of any two models is not empty. Condition 2) is trivial and is performed due to the joint embedding property ($JEP$) of the theory $T$. In particular, the model $C$ satisfies these conditions due to the $T^*$ universality of the model $C$. 
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2 The \( \lambda \)-comparison of two existentially closed models

In model theory, the formulation of the following problem is well known, which is called the Schroder-Bernstein problem (SB) [16]. This question concerns the isomorphism of two structures, which are mutually elementary embedded in each other. This topic was adapted to the study of Jonsson theories in the form of a JSB-problem. In particular, one can refer to [11], where the JSB-problem is studied in the framework of Jonsson Abelian groups.

In this section, we will consider a special case of this problem, namely, the \( \lambda \)-comparison of two existentially closed models of Jonsson theory.

**Definition 3.** Let \( T \) be a Jonsson theory. Let \( \omega \leq \lambda \leq \mu \), \( A \) and \( B \) be existentially closed models of the theory \( T \). \(|A| = |B| = |\mu|\). Models \( A \) and \( B \) will be called the \( \lambda \)-comparable if for any existentially closed submodel \( A' \) of a model \( A \), such that \(|A'| \leq \lambda \), it is true that \( A' \) is an existentially closed submodel of \( B \), and for any existentially closed submodel \( B' \) of a model \( B \), such that \(|B'| \leq \lambda \), it is true that \( B' \) is an existentially closed submodel of \( A \).

It is clear that the above definition defines an equivalence relation on the set of all existentially closed models of the considered Jonsson theory. Therefore, the following spectral definition of the number of model classes makes sense.

**Definition 4.** Let \( T \) be a Jonsson theory, \( \omega \leq \lambda \leq \mu \). \( N(E^\lambda_\mu) \) calculates the number of classes of existentially closed models of Jonsson theory of cardinality \( \mu \) concerning the \( \lambda \)-comparison relation.

**Definition 5.** Let \( IW^\lambda_\mu(A) \) be the set of all models from \( IW_T(A) \), whose cardinality does not exceed \( \lambda \).

**Theorem 2.** Let \( T \) be \( \exists \)-complete, Jonsson theory, and for some \( \omega \leq \lambda \leq \mu \) holds \( N(E^\lambda_\mu) = 1 \). Then the theory \( T^* \) is model complete.

**Proof.** Let there exist \( \omega \leq \lambda \leq \mu \), such that \( N(E^\lambda_\mu) = 1 \). It means that for any two models \( A, B \), \(|A| = |B| = |\mu|\), \( A, B \in E_T \), \( IW^\lambda_\mu(A) = IW^\lambda_\mu(B) \). Using the fact that all models from \( IW^\lambda_\mu(A) \) are isomorphic to each other due to the condition \( N(E^\lambda_\mu) = 1 \), we fix an isomorphism between any two models \( M_1, M_2 \) from \( IW^\lambda_\mu(A) \) and \( IW^\lambda_\mu(B) \). Further, in view of the \( \exists \)-completeness of the theory \( T \) and the \( k^+ \)-homogeneity of the semantic model \( C \) of the theory \( T \), we can extend this isomorphism to an automorphism \( C \). It follows that the outer worlds are \( OW_T(M_1) \upharpoonright A = OW_T(M_2) \upharpoonright B \). Since \( W_T(M_1) = W_T(M_2) \), we have that \( A \cong B \). Those in cardinality \( \mu \) he theory \( T \) in the class \( E_T \) has only one model up to isomorphism, which means that it is \( T \)-perfect. In this case, that \( T^* \) is a model companion of the theory \( T \), and respectively, \( T^* \) is model complete.

Let us give the necessary definitions of concepts from the above sources and list the results announced in the reports [7], [8].

In what follows, let \( T \) be some fixed perfect Jonsson theory, \( C \) is a semantic model of the theory \( T \).

The product of two complete theories in an arbitrary first-order language \( L \) is defined as follows.

Let us give the definition of a product of fixed mutually model-consistent Jonsson theories in a countable language of an arbitrary signature \( \sigma \).

**Definition 6.** Let \( T_1, T_2 \) be Jonsson theories and \( T_1, T_2 \) mutually model-consistent. Then we define \( T_1 \times T_2 \) as the following theory: \( Th_{\exists \exists}(C_1 \times C_2) \), where \( C_1, C_2 \) are semantic models of Jonsson theories \( T_1, T_2 \), respectively in cardinality \( 2^\omega \), where \( k \geq \omega \).

In particular, if we consider Jonsson’s horn theory, then since it is not necessarily complete, we can isolate all of its completion. And as an example of an operation for complete theories, we can consider an operation between completions on the set of all completions.

Due to the fact that the semantic two model of some Jonsson theory, which specifies the cosemanticness of these two theories, is existentially closed, it does not yet follow that the Cartesian product of two existentially closed submodels of the semantic model will be an existentially closed submodel of this semantic model.

If \( X \) is an arbitrary definable subset of the semantic model \( C \) of the Jonsson theory \( T \) and its closure \( cl(X) = M \) in some pregeometry given on the Boolean \( C \), then the following Jonsson theory is \( Th_{\exists \exists}(M) \), denoted by \( Fr(X) \), we will call a fragment in the theory \( T \). It is easy to see that if \( M \in E_T \), then \( Fr(X) \) is always Jonsson theory. In this article, we do not consider the content of the set \( X \).

Let \( Fr(C) \) denote the set of all fragments in the theory \( T \).

**Definition 7.** A Jonsson theory \( T \) is called totally model-consistent if any of its two fragments \( Fr(X_1) \), \( Fr(X_2) \in Fr(C) \) are mutually model-consistent, where \( X_1, X_2 \) are some definable subsets of \( C \).

It seems to us a great prospect is filled with real meaning that the concept of definability of a subset of the semantic model through the concept of \( \varphi(x) \)-set. For example, when \( \varphi(x) \) expresses: APA-transcendence,
various kinds of atomicity and primeness, strongly minimality, Jonssonness. And finally, the description of the closure of the \( \varphi(x) \)-set will be obtained through the \( \varphi(x) \)-rhoestat [17].

In what follows, we will work within the framework of a fixed totally model-consistent Jonsson theory. It is clear that in this case, the question arises: is the cosemantical class of Jonsson theories perfect if its center is model-consistent? That is, the question arises: in which case of the center will the following theorem be true?

**Theorem 3.** If the fixed center of some cosemantic class of the Jonsson spectrum is totally model-consistent, then its semantic model is saturated.

The essence of the question lies in filling with the meaning of the word fixed.

**Definition 8.** For each fragment \( \nabla \) from the Jonsson theory \( T \) select the following set \( N\nabla = \{ \Delta | \Delta \in Fr(C), \Delta \times \nabla = \nabla \} \). Let \( D \subseteq Fr(C) \). If \( D = N\nabla \) for some \( \nabla \in Fr(C) \), then \( D \) is called a definable set of the theory \( \nabla \).

Let \( \Delta_1, \Delta_2, \ldots, \Delta_n, \Delta \in Fr(C) \).

**Consequence 1.** For any \( \Delta \in Fr(C) \), \( N\Delta \) is non-empty and closed with respect to finite products.

**Proof.** \( E \) is the theory of one-element model, then \( E \times \Delta = \Delta \). Hence, \( N\Delta \) is not empty. Let \( \Delta_1, \ldots, \Delta_n \) be from \( N\Delta \), then \( \Delta_1 \times \ldots \times \Delta_n \times \Delta = \Delta \), that is, closed with respect to finite products.

**Remark 1.** Generally speaking, the theory \( \Delta \) can not belong to \( N\Delta \), and \( N\Delta \) can not be closed with respect to infinite products, and there are various \( \nabla_1, \nabla_2 \), such that \( N\nabla_1 = N\nabla_2 = \Delta \), that is, they have the same definable set \( N \).

**Definition 9.** If \( \Delta_1 \times \Delta_2 = \Delta_3 \), then we will write \( \Delta_2 \) absorbs \( \Delta_1 \), \( \Delta \) is called an idempotent if \( \Delta \times \Delta = \Delta \).

**Definition 10.** A set \( D \subseteq Fr(C) \) is called a definable idempotent if there exists an idempotent \( \Delta \), such that \( \Delta \Delta = \Delta \).

Jonsson’s version of Weinstein’s theorem [10; 416].

**Theorem 4.** Let \( A, B, C \in E_T \). If \( A \prec (A \times B \times C) \), then \( A \prec (A \times B) \) (\( \prec \) is cosmanticness of models).

**Proof.** The elementary equivalence of the two models implies that they are cosemantic.

**Theorem 5.** If \( \Delta_1 = \Delta_1 \times \Delta_2 \times \Delta_3 \), then \( \Delta_1 = \Delta_1 \times \Delta_2 \).

**Proof.** Follows from Theorem 5 and Theorem 4.

**Theorem 6 (Vaught [10; 403]).** A sentence in the language \( L \) is stable with respect to infinite direct products of algebraic systems if it is stable with respect to any finite subproducts of this infinite product.

**Theorem 7.** If \( D \subseteq Fr(C) \), and \( D \) is closed under infinite products, then there is a unique idempotent \( \Delta \in D \), that absorbs any element from \( D \).

For example, the set of all theories that are complete extensions of the theory of some quasivariety are absorbed by the corresponding idempotent, but this idempotent may not define this set.

**Theorem 8.** Let \( D \subseteq Fr(C) \), and \( D \) is a definable set closed with respect to infinite products, then there is a unique idempotent \( \Delta \in D \) such that \( D \) is definable by this idempotent.

**Proof.** Let \( D = N\Delta \) for some theory \( \Delta \). By Theorem 7, there is an idempotent \( \Delta_2 \), which absorbs all elements from \( D \). Idempotent \( \Delta_2 \) defines the set \( D \). Indeed, if for some theory \( \Delta_1 \) holds \( \Delta_2 \times \Delta_1 = \Delta_2 \), then \( \Delta \times \Delta_2 \times \Delta_1 = \Delta \). This means that \( \Delta \times \Delta_1 = \Delta \). That is, \( \Delta_1 \in D \).

**Theorem 9.** If \( \Delta \) is idempotent, then its any power is \( \Delta^n = \Delta \).

**Proof.** The proof follows from the above definitions.

**Theorem 10.** If \( \Delta \) is idempotent, then \( N\Delta \) is closed with respect to the products.

**Proof.** Let \( N \subseteq N\Delta \) and \( N = \{ \Delta | i \in I \} \). Take the product of all \( \Delta_i \in N \). We denote this product by \( P \). If \( \Delta \) is idempotent, we can write \( \Delta = \Delta \times \Delta \times \ldots = (\Delta_1 \times \Delta_2 \times \Delta_3 \times \ldots = \Delta_1 \Delta_2 \Delta_3 \times \ldots \Delta \Delta = P \times \Delta \).

To every \( P \in N\Delta \).

If we use the well-known theorem: For any families \( \{ A_i | i \in I \} \), \( \{ B_i | i \in I \} \) of algebraic systems and any filter \( D \) over \( I \), holds \( \Pi_{i \in I} (A_i \times B_i)/D = \Pi_{i \in I} A_i/D \times \Pi_{i \in I} B_i/D' \). The following is true.

All the remaining statements in this section (Theorem 11-17, Corollary 2-3) are Jonsson analogs of the corresponding results from the unpublished paper [18].

**Theorem 11.** If \( \Delta \) is idempotent, then \( N\Delta \) is an axiomatizable theory.

**Theorem 12.** Let \( Id = \{ \Delta | \Delta \in Fr(C), \Delta \text{—idempotent} \} \). \( Id \) with the product operation forms a commutative semigroup of idempotents with identity.

**Corollary 2.** The semigroup of idempotents \( H \) is isomorphically embeddable into a suitable power of the semigroup \( J \), where \( J \) is the semigroup with base set \( \{0, 1\} \) and the corresponding operation.

Thus, it is possible to represent idempotents as sequences of zeros and ones.

**Definition 11.** We will write \( \Delta_1 \leq \Delta_2 \), if and only if \( \Delta_1 \times \Delta_2 = \Delta_2 \).

**Corollary 3.** The relation \( \leq \) on the set \( Fr(C) \) is a partial order with the largest and the smallest elements.

**Theorem 13.** Let \( \Delta_1, \Delta_2 \in Id \). The set \( N\nabla_1 \cap N\nabla_2 \) is definable by an idempotent.
**Theorem 14.** Let $\Delta_1$, $\Delta_2$, $\Delta_3 \in Id$ and $\Delta_1 \leq \Delta_3$, $\Delta_2 \leq \Delta_3$. Then $\Delta_1 \times \Delta_2 \leq \Delta_3$.

**Definition 12.** On the set $Id$ we introduce the operations of union and intersection. Let $\Delta_1, \Delta_2 \in Id$. $\Delta_1 \cup \Delta_2 = \Delta_1 \times \Delta_2$, and $\Delta_1 \cap \Delta_2 = \Delta$, where $\Delta$ is from the proof of Theorem 13.

**Theorem 15.** The set $Id$ with operations $\cup$ and $\cap$ forms a complete lattice.

**Theorem 16.** Each variety is associated with its unique defining idempotent.

**Theorem 17.** The set of definable quasivarieties with respect to the introduced operations $\cup$ and $\cap$ form a complete lattice.

### 3 An algebra of the central types

Let us give the necessary definitions related to a special kind of enrichment of the Jonsson theory, which preserves certain properties. Within the framework of such enrichment, as a consequence of the laws of the logic of the predicate calculus, instead of the considered some complete theory, we can obtain a maximally consistent set of formulas, i.e. some complete 1-type. We will call this type the central type.

The main idea of this section is to use, as an application to central types of fixed enrichment, the properties of the algebra of Jonsson theories with respect to the products of theories.

Let $T$ be a fixed hereditary Jonsson theory in the language $L$ of some signature $\sigma$, $C$ is a semantic model of this theory, $\sigma' = \sigma \cup \{P\} \cup \{c\}$, take the set $A$, as a subset of $C$.

Let $Th(T) = \bigcup \{Th(C,c)\}_{c \in A} \bigcup \{P(c)\} \bigcup \{P, \subseteq\}$. Here $\{P, \subseteq\}$ is an infinite set of sentences that reflect the following fact: „An interpretation of the symbol $P$ will be an existentially closed submodel on $L$ of signature $\sigma''$, thus, we obtain that the interpretation of the symbol $P$ is a solution of the equation $P(C) = M$, $M \in E_T$ in $L$ of signature $\sigma'$.

Due to the fact that not all Jonsson theories in enrichment preserve the property of being a Jonsson theory, we will work in the class of hereditary Jonsson theories. “What is it?” - give the following definitions.

**Definition 13.** An enrichment $T$ of theJonsson theory $T$ is said to be permissible if any $\nabla$-type (it mean that $\nabla$ subset of language $L_\sigma$ and any formula from this type belongs to $\nabla$) in this enrichment is definable in the framework of $T$-stability.

**Definition 14.** The Jonsson theory is said to be hereditary, if in any of its permissible enrichment, any expansion of it in this enrichment will be Jonsson theory.

Let $T$ be a fixed hereditary Jonsson theory that is totally model-consistent, $C$ its semantic model, $Fr(C)$ the set of all fragments in the theory $T$. On the set $Fr(C)$ we define the operation $(\times)$, which will be the algebra $(Fr(C), \times)$. And it forms a commutative semigroup of idempotents with unity, and the set of idempotents with operations $\cup$ and $\cap$ forms a complete lattice. Also applicable to the algebra $(Fr(C), \times)$, where $C$ is the semantic model of the theory $T$. And we have the following results when considering this algebra.

The operation of multiplying fragments from $Fr(C)$ induces the operation of multiplication in $Fr(C)$, and we can notice that $Fr(C)$, as well as $Fr(C)$, is a commutative semigroup for multiplication of fragments in the theory $T$.

Since the considered theory $T$ is totally model-consistent, the product of two fragments from $Fr(C)$ is a theory from $Fr(C)$, that is, $Fr(C)$ is the cosemantic class of the Jonsson spectrum of some model of the signature of the theory $T$.

It is clear that this topic, namely, the algebratization of the field of activity of work with central types, is closely to the questions arising in the study of Jonsson’s theories. Let’s dwell on one of them. This question concerns hybrids of Jonsson theories [19-21].

It is easy to see from the definitions of the product of theories and hybrids that these concepts coincide if the product of two Jonsson theories gives a Jonsson theory. In this case, the product of the central types of Jonsson theories differs from the concept of a hybrid in the following way: 1) to define the central type, some enrichment of the signature is necessary, difference to hybrids of Jonsson theories; 2) a hybrid of Jonsson’s theories can be of 2 types (the first and second types), while the second type of hybrid depends on the Jonsson theories of two different signatures, difference to the product of Jonsson theories.
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Θεория модели-уилесимді фрагменттерінің централдық түнгерімінің алгебрасы

Макала озара модели-улесимді фрагменттердің централдық түнгерімінің алгебрасының модел-ді-теоретикалық қасиеттері қарастырылған. Централдық және йонсондық теорияның байлықтығын сізгітұрғылықтың әдет-тәрізді дәлының дәлел тұлғасының өрісінен авторлар тұлға қатынасы қатынасы үшін тәуелді түнгерімдіқ тип деп атаған, ал теориялардың орнына жұрыс теориялардың қарастырылған. Бұл жұмыс 3 бөлімге бөлінген: 1) йонсондық теорияның қасиеттерінің сұрықтық және ішкі алемдері (берілген теорияның екі қасиетті сізгітұрғылық түнгерімдіқтің арқасынан ақпараттық қарастырылған); 2) екі қасиетті сізгітұрғылық түнгерімдің моделдерінің λ-сальстыру (Шредер-Бернштейн проблемасы йонсондық теорияларды JSB-проблемасы түрінде зерттелген); 3) централдық түнгерімдіқ алгебрасы (2-бөлімдің нотижелері (Fr(Σ), x) алгебрасына әкірелген, мүнідегі Σ - Τ теориясының семантикалық моделі). Будан басқа макала ыңғайлы қамтымалар шығарған: теорияның қасиетті сізгітұрғылық түнгерімдіқтің ерекшелігі түнгерімді қосымша қасиеттерін арқасынан қарастырылған, ал қараштан тұлған теориялардың аракетінде әлі ортасынан түнгерімдерінің колданылып, егер екі йонсондық теорияның қасиеттідісі йонсондық теорияны берсе, бұл үйрөнде ортақ көбірек қамтымады.

Кілт сөздер: йонсондық теория, централдық типтер, ϕ(x)-множество, ішкі алем, сұрықтық алем, λ-сальстыру, тұтас модельді уилесимді теория, фрагмент, централдық түнгерімдіқ алгебрасы, семантикалық модель.

А.Р. Ешкеев, Н.М. Мусина

Алгебра центральных типов взаимно модельно-совместных фрагментов

В статье рассмотрены теоретико-модельные свойства алгебры центральных типов взаимно модельно-совместных фрагментов. Показано влияние между центром и йонсоновской теорией в разрешенном обогащении сигнатуры. В рамках такого обогащения вместо рассматриваемой некоторой полной теории авторы могут получить некоторый полный 1 тип, и он будет называться центральным, при этом рассматриваемые теории будут являться наследственными. Данная работа разбита на 3 параграфа: 1) внешний и внутренний миры экзистенциально замкнутой модели йонсоновской теории (рассмотрена особенность между этими мирами для двух экзистенциально замкнутых моделей данной теории); 2) λ-сравнение двух экзистенциально замкнутых моделей (проблема Шредера-Бернштейна адаптирована к изучению йонсоновских теорий в виде JSB-проблемы); 3) алгебра центральных типов (результаты параграфа 2 переносятся для алгебры (Fr(Σ), x), где Σ – это семантическая модель теории T). Кроме того, авторами введены следующие понятия: внешний и внутренний миры одной экзистенциально замкнутой модели одной и той же теории (а также мир этой модели); тотально модельно-совместная йонсоновская теория. Главный результат, достигнутый в работе, показывает, что в качестве приложения к центральным типам фиксированного обогащения используются свойства алгебры йонсоновских теорий относительно произведения теорий. И легко заметить из определений произведения теорий и гибридов, что эти понятия совпадают, если произведение двух йонсоновских теорий дает йонсоновскую теорию.

Ключевые слова: йонсоновская теория, центральные типы, ϕ(x)-множество, внешний мир, внутренний мир, λ-сравнение, тотально модельно-совместная теория, фрагмент, алгебра центральных типов, семантическая модель.
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An essential base of the central types of the convex theory

In this paper, we consider the model-theoretical properties of the essential base of the central types of convex theory. Also shows the connection between the center and Jonsson theory in permissible enrichment signatures. Moreover, the theories under consideration are hereditary. This article is divided into 2 sections: 1) an essential types and an essential base of central types (in this case, the concepts of an essential type and an essential base are defined using the Rudin-Keisler order on the set of central types of some hereditary Jonsson theory in the permissible enrichment); 2) the atomicity and the primeness of \( \varphi(x) \)-sets. In this paper, new concepts are introduced: the \( \varphi(x) \)-Jonsson set, the \( \mathcal{APA} \)-set, the \( \mathcal{APA} \)-existentially closed model, the \( \varphi(x) \)-convex theory, the \( \varphi(x) \)-transcendental theory, the \( \mathcal{APA} \)-transcendental theory. One of the ideas of this article refers to the fact that in the work of Mustafin T.G. it was noticed that any universal model of a quasi-transcendental theory with a strong base is saturated, but we generalized this result taking into account that: the concept of quasi-transcendence will be replaced by the \( \varphi(x) \)-transcendence, where \( \varphi(x) \) defines some Jonsson set; and the notion of a strong base is replaced by the notion of an essential base, but in a permissible enrichment of the hereditary Jonsson theory. The main result of our work shows that the number of fragments obtained under a closure of an algebraic or definable type does not exceed the number of homogeneous models of a some Jonsson theory, which is obtained as a result of a permissible enrichment of the hereditary Jonsson theory.

**Keywords:** Jonsson theory, central types, essential base, \( \varphi(x) \)-set, \( \varphi(x) \)-convex theory, \( \varphi(x) \)-transcendental theory, \( \mathcal{APA} \)-transcendental theory, fragment.

This article is devoted to the study of the central types of a special case of the convex theory [1]. Besides, the concept of convexity is considered class of Jonsson theories [2; 80]. Many works were devoted to the study of Jonsson theories: the general properties of Jonsson theories, for example, were studied in the following papers [3-7]; results concerning various extensions of Jonsson theories, including companions, can be found in [8, 9]. When studying the properties of elements and subsets of the semantic model of the fixed Jonsson theory, many new concepts and problems related to them have arisen. First of all, it should be noted the concept of a Jonsson set, which is a generalization of the concept of a basis in a linear space. If we consider a linear space as a special case of a module, then our interest in studying various refinements of the concept of a Jonsson set becomes clear. Moreover, in [10, 11], related to the concept of a certain dimension, various generalizations of the well-known model-theoretic results were obtained. The concept of dimension is the cornerstone of all mathematics, and therefore finding new implementations of the ideas of dimension is an urgent task.

On the other hand, one of the classical questions of the Model Theory is the question of the spectrum of models, that is, the number of models in a particular cardinality up to isomorphism. In the study of Jonsson theories, the concept of a Jonsson spectrum was considered [12]. In this case, we have some syntactic invariant of an arbitrary model of an arbitrary signature. Namely, the number of Jonsson theories whose model is the given model under consideration up to cosemanticness [13]. It turned out that within the framework of studying the Jonsson spectrum one can consider the well-known classical question: let \( K \) be a certain class of models of an arbitrary signature \( \sigma \) of a first-order language \( L \) and \( L_0 \) is the set of all sentences of this language, i.e. \( L_0 \subset L \) and \( \Gamma \subseteq L_0 \). If we consider the \( \mathcal{Th}_L(K) \) theory of the class \( K \), where \( \mathcal{Th}_L(K) = \{ \phi \in \Gamma : \forall A \in K \exists \phi \} \) and consider the class of models of this theory \( M = \mathcal{Mod}(\mathcal{Th}_L(K)) \), then the connection between the classes \( M \) and \( K \) is the classical formulation of the question of the axiomatizability of the class \( K \). In the case when the theory is not complete (and Jonsson theories, generally speaking, are like that), this class of problems becomes difficult enough for a complete description. Another difficulty in the study of Jonsson theories is the fact that the well-described part is only a small fraction of the class of all Jonsson theories of the fixed signature. And
this part of the class in question consists of a union of classes consisting of perfect Jonsson theories. That is theories that have a model companion and their class of existentially closed models satisfy the above classical problem of axiomatizability of this class.

The concept of the central type is associated with the concept of hereditary enrichment in Jonsson’s theory [14, 15]. The concept of heredity at the moment does not have a complete description, except for some intuitive guesses. We took one of them from the ideas of constructing a pregeometry [16] on the Boolean of the semantic model of a fixed Jonsson theory. The next idea relates to the fact that in [17] it was noted that the saturation of any universal model of quasi-transcendental theory with a strong base, as well as, the superstability of such theories (Theorem 2).

In this paper, the notion of quasi-transcendence will be replaced by \( \varphi(x) \)-transcendence, where \( \varphi(x) \) defines some Jonsson set [13; 278], and the notion of a strong base is replaced by the notion of an essential base but in permissible enrichment of the hereditary Jonsson theory.

1 An essential types and an essential base of central types

Before we give the necessary definitions, we recall how we get the central type.

Let \( L \) be a first-order language, \( T \) be an arbitrary hereditary Jonsson theory in \( L \) of the signature \( \sigma, C \) be a semantic model of the theory \( T \), \( A \subseteq C \), \( \sigma’ = \sigma \cup \{P\} \cup \{c\} \).

Let \( T\to T\cup Th_{\forall 3}(C, c_0)_{c\in A}\cup \{P(c)\} \cup \{P, \subseteq \} \), where \( \{P, \subseteq \} \) is an infinite set of sentences expressing the fact that the interpretation of the symbol \( P \) is an existentially closed submodel in the language of signature \( \sigma’ \).

That is, the interpretation of the symbol \( P \) is a solution to the following equation \( P(C) = M, M \in E_T \) in the language of the signature \( \sigma’ \).

Since we know an example of the fact that the Jonsson theory in enrichment with a unary predicate does not preserve the property of amalgam, and the central type is obtained from the center of the Jonsson theory in the enriched language, we need the following definitions.

**Definition 1.** An enrichment \( \mathcal{T} \) of the Jonsson theory \( T \) is said to be permissible if any \( \nabla \)-type (it mean that \( \nabla \) subset of language \( L_\sigma \) and any formula from this type belongs to \( \nabla \)) in this enrichment is definable in the framework of \( \mathcal{T}_1 \)-stability.

**Definition 2.** The Jonsson theory is said to be hereditary, if in any of its permissible enrichment, it preserves the Jonssonness.

Consider all extensions of the theory \( \mathcal{T} \) in the language of signature \( \sigma’ \). Since \( T \) is a hereditary theory, then \( \mathcal{T} \) will be a Jonsson theory, so it has a center, and we denote it by \( \mathcal{T}^* \), and this center is equal to one of above completions theory \( \mathcal{T}^* \). When restricting the signature \( \sigma’ \) to \( \sigma \cup \{P\} \), according to the laws of first-order logic, the constant \( c \) no longer belongs to this signature, and we can replace this constant with a variable, for example, \( x \). And then the theory \( \mathcal{T}^* \) becomes a complete 1-type for the variable \( x \). We will call this type the central type of the theory \( \mathcal{T} \) in the above enrichment.

In what follows, we define the concept of an essential type and an essential base using the Rudin-Keisler order on the set of central types of some hereditary Jonsson theory in a permissible enrichment.

**Definition 3.** Type \( p \in S^{(1)}_\mathcal{V}(X) \) is called essential if for any set \( Y, Y \subseteq N, N \in E_T \), such that \( X \subseteq Y \) in \( T \) exists only unique type \( q \in S^{(1)}_\mathcal{V}(Y) \) and the type \( q \) is a \( J \)-nonforking extension of type \( p \).

Let \( p, q \in S^{(1)}_\mathcal{V}(X), \mathcal{A} \in E_T \) and \( X \subseteq A \). The relation \( p \leq_A q \) means that for any model \( \mathcal{B} \in E_T \), such that \( \mathcal{B} \supseteq \mathcal{A} \), from the realizability of \( q \) in \( B \setminus A \) implies the realizability of \( p \) in \( B \setminus A \). The relation \( p \equiv q \) means that for any model \( \mathcal{A} \in E_T, X \subseteq A \), has \( p \leq_A q \) and \( q \leq_A p \). We denote the set \( \{q|q \in S^{(1)}_\mathcal{V}(X), p \equiv q\} \) by \( [p] \), and the set \( \{p|p \in S^{(1)}_\mathcal{V}(X)\} \) denote by \( S^{(1)}_\mathcal{V}[X] \).

We write \( [p] \leq_A [q] \), if \( p \leq_A q \). The types \( p, q \) are called independent if for any \( \mathcal{A} \in E_T, X \subseteq A \), don’t have a place neither \( p \leq_A q \), nor \( q \leq_A p \). If \( p \) and \( q \) are independent, then we say that \( [p] \) and \( [q] \) are independent.

The following definition gives the concept of a basis among the above types.

**Definition 4.** The set \( B = \{[p_i]|p_i \in S^{(1)}_\mathcal{V}(X)|i \in I\} \) is called base for \( S^{(1)}_\mathcal{V}[X] \) if:

1. \( [p_i] \) and \( [q_j] \) independent for \( i \neq j \);

2. for any \( [q] \in S^{(1)}_\mathcal{V}[X] \) and \( \mathcal{A} \in E_T, X \subseteq A \), exists \( i \in I \), such that \( [p_i] \leq_A [q] \).

**Definition 5.** The base of the theory \( T \) is the base for \( S^{(1)}_\mathcal{V}[\mathcal{X}] \) (if it exists). The base \( B \) of \( T \) is called essential if for any \( [p] \in B \) exists an essential type \( q \in [p] \).

Let us define the notion of pregeometry on the Boolean of subsets of the semantic model of a fixed Jonsson theory \( T \).
Let $T$ be a some Jonsson theory, $C$ be its semantic model.

**Definition 6.** Let $C$ be as above and let $\text{cl} : P(C) \to P(C)$ be an operator on the power set of $C$. We say that $(C, \text{cl})$ is a pregeometry if the following conditions are satisfied:

1. if $A \subseteq C$, then $A \subseteq \text{cl}(A)$ and $\text{cl}(\text{cl}(A)) = \text{cl}(A)$.
2. if $A \subseteq B \subseteq C$, then $\text{cl}(A) \subseteq \text{cl}(B)$.
3. $(\text{exchange})$ if $A \subseteq C$, $a, b \in C$ and $a \in \text{cl}(A \cup \{b\})$, then $a \in \text{cl}(A)$, $b \in \text{cl}(A \cup \{a\})$.
4. $(\text{finite character})$ if $A \subseteq C$ and $a \in \text{cl}(A)$, then there is a finite $A_0 \subseteq A$ such that $a \in \text{cl}(A_0)$.

We say that $A \subseteq C$ is closed if $\text{cl}(A) = A$.

In particular, we can define the notion of strong minimality on formula subsets of existentially closed submodels of the semantic model of a fixed Jonsson theory [13].

If $D$ is strongly minimal, we can associate a pregeometry by defining $\text{cl}(A) = \text{acl}(A) \cap D$ for $A \subseteq D$.

We can generalize basic ideas about independence and dimension from strongly minimal sets to arbitrary pregeometries for any subset of semantic model of some Jonsson theory.

Let as call $(X, cl)$-Jonsson pregeometry (further $J$-pregeometry) if $X \subseteq C$, $C$ and $T$ as above.

**Definition 7.** If $(X, cl)$ is a Jonsson pregeometry, we say that $A$ is Jonsson independent if $a \notin \text{cl}(A \setminus \{a\})$ for all $a \in A$ and that $B$ is a $J$-basis for $Y$ if $B \subseteq Y$ is $J$-independent and $Y \subseteq \text{acl}(B)$.

**Definition 8.** We say that a $J$-pregeometry $(X, cl)$ is $J$-geometry if $\text{cl}(\emptyset) = \emptyset$ and $\text{cl}([x]) = \{x\}$ for any $x \in X$.

If $(X, cl)$ is a $J$-pregeometry, then we can naturally define a $J$-geometry. Let $X_0 = X \setminus \text{cl}(\emptyset)$. Consider the relation $\sim$ on $X_0$ given by $a \sim b$ if $\text{cl}(\{a\}) = \text{cl}(\{b\})$. By exchange, $\sim$ is an equivalence relation. Let $\tilde{X}$ be $X_0/\sim$. Define $\text{cl}^\prime$ on $\tilde{X}$ by $\text{cl}(\tilde{A}/\sim) = \{b/\sim : b \in \text{cl}(A)\}$.

**Definition 9.** Let $(X, cl)$ be a $J$-pregeometry. We say that $(X, cl)$ is trivial if $\text{cl}(A) = Y_{a \in \text{acl}\{a\}}$ for any $A \subseteq X$.

We say that $(X, cl)$ is modular if for any finite-dimensional closed $A, B \subseteq X$

$$\text{dim}(A \cup B) = \text{dim}A + \text{dim}B - \text{dim}(A \cap B)$$

**Definition 10.** We say that $(X, cl)$ is locally modular if $(X, cl_a)$ is modular for some $a \in X$.

**Definition 11.** If $X = C$ and $(X, cl)$ is a modular, then the Jonsson theory $T$ is called modular.

Let in what follows the operator $cl$ is either an algebraic or a definable closure of some $\varphi(x)$-set, that is, if $C$ is a semantic model of some Jonsson theory, and $\varphi(C) = A$, then $\text{cl}(A) = M \in E_T$, $M = M_1 \cup M_2$, $M_1 = \text{acl}(A)$, $M_2 = \text{dcl}(A)$.

**Definition 12.** Let $X \subseteq C$. We will say that a set $X$ is $\nabla$-cl-Jonsson subset of $C$, if $X$ satisfies the following conditions:

1. $X$ is $\nabla$-definable set (this means that there is a formula from $\nabla$, the solution of which in the $C$ is the set $X$, where $\nabla \subseteq L$, that is $\nabla$ is a view of formula, for example $\exists, \forall, \forall \exists$ and so on.).
2. $cl(X) = M$, $M \in E_T$, where $cl$ is some closure operator defining a pregeometry over $C$ (for example $cl = acl$ or $cl = dcl$).

It is clear that the $\varphi(x)$-Jonsson set is a special case of Definition 12, i.e. these are elements of the semantic model that are solutions of the formula $\varphi(x)$ in the model $C$.

And in particular, $\varphi(x)$-set is called a $\varphi(x)$-Jonsson set in the theory $T$ if the following definition holds.

**Definition 13.** Let $X \subseteq C$. We will say that a set $X$ is $\varphi(x)$-Jonsson subset of $C$, if $X$ satisfies the following conditions:

1. $X$ is $\varphi(x)$-definable set (this means that there is a formula from $\varphi(x)$, the solution of which in the $C$ is the set $X$, where $\varphi(x) \subseteq L$, that is $\varphi(x)$ is a view of formula $\exists$);
2. $cl(X) = M$, $M \in E_T$, where $cl$ is some closure operator defining a pregeometry over $C$ (for example $cl = acl$ or $cl = dcl$).

Any subset of the semantic model is called the set $X$ in the Jonsson theory $T$.

2 The atomicity and the primeness of $\varphi(x)$-sets

A model-theoretical property of a model is said to be an APA-property if it satisfies the properties of algebraic primeness and atomicity in the sense of [18]. For example, let us give an important definition of APA-transcendence.

**Definition 14.** A set $X$ is called an APA-set if it is $\varphi(x)$-Jonsson set and $M$ is algebraically prime and $(\Sigma_1, \Sigma_1)$-atomic model, where $M = cl(X), M \in E_T$. And in this case the model $M$ is called an APA-existentially closed model.
And accordingly, an analog of the quasi-transcendental theory from [17] is the notion of the APA-transcendental theory.

**Definition 15.** A Jonsson theory \( T \) is called APA-transcendental, if for any APA-set of the \( X \) in the theory \( T \) there exist APA-existentially closed model \( M \), such that \( cl(X) = M \).

We recall the classical definition of a convex theory belongs to A. Robinson.

**Definition 16.** A theory \( T \) is called convex if for any its model \( A \) and for any family \( \{B_i \mid i \in I\} \) of substructures of \( A \), which are models of the theory \( T \), the intersection \( \bigcap_{i \in I} B_i \) is a model of \( T \), provided it is non-empty. If in addition such an intersection is never empty, then \( T \) is called strongly convex.

The following definition selects a rather interesting subclass in the class of convex Jonsson theories, which is defined by the closure of some formula \( \varphi(x) \).

**Definition 17.** The theory \( T \) will be called \( \varphi(x) \)-convex if:
1) it is convex in the classical sense;
2) for any existentially closed model \( N \) of this theory, there is a theoretical set \( A \) such that \( cl(A) = \bigcap B_i \), \( B_i \prec_{\Sigma_i} N \) and exists \( \varphi(x) \); \( \varphi(C) = A \).

Let \( C \) be semantic model, \( M_i \prec C \), \( i \in I \). There are 2 possible cases.

1 case. \( M_i \) are existentially closed models.

2 case. \( M_i \) are not existentially closed models. Then, by the Lowenheim-Scelem up theorem, there exist elementary extensions \( M'_i \succ M_i \), which, according to Proposition 8.12 [2; 97] will already be existentially closed models.

This means that in any case, there are models \( M_i \) that will be existentially closed.

Summarizing the above, we can consider a more general situation, defining the next class of theories.

**Definition 18.** Let \( T \) be the Jonsson theory, \( T \) is called the \( \varphi(x) \)-transcendental if on any \( \varphi(x) \)-set there is \( (\nabla_1, \nabla_2) \)-atomic and \( h \)-prime model, where \( \nabla_1, \nabla_2 \subset L \) and \( h \) is an arbitrary homomorphism between the models of the theory \( T \).

We denote \( Th_{\forall\exists}(M) \) by \( F_r(A) \) and call it a fragment of the Jonsson theory \( T \), where \( C \) is the semantic model of this theory, \( A \subseteq C \), \( M = cl(A) \), \( M \in E_T \).

The following theorem is the main result of this article. This theorem shows that the number of fragments obtained under a closure of an algebraic or definable type does not exceed the number of homogeneous models of some Jonsson theory, which is obtained as a result of a permissible enrichment of the hereditary Jonsson theory.

**Theorem.** Let \( T \) be hereditary, complete for \( \exists \)-sentences, \( \varphi(x) \)-convex, \( \varphi(x) \)-transcendental Jonsson theory with an essential base of central types in its fragments, where \( \varphi(x) \) defines a APA-subset of the semantic model \( C \). Then there is a cardinal \( \mu \) such that the number of fragments is determined by the following formula

\[
H(\alpha, T) = \begin{cases} 
1, & \text{at condition } I = 1 \& \alpha > 0; \\
\aleph_0^{\text{min}(\mu, \kappa_\alpha)}, & \text{in other cases.}
\end{cases}
\]

where \( H(\alpha, T) \) is the number of homogeneous models of the theory \( T \).

**Proof.** Consider the enrichement of the language of the theory \( T \) with a new constant symbol \( c \) and a new unary predicate symbol \( p \). Let us write one of the completions of the theory \( T \) in the following form:

\[
T = T \cup Th_{\forall\exists}(C, c_{a})_{a \in A} \cup \{P(c)\} \cup \{P, \subseteq\}.
\]

Let \( \{P, \subseteq\} \) be the set of sentences defining the \( N \) model, where \( N \in E_T \), \( N \) is the core, \( (\Sigma_1, \Sigma_1) \)-atomic model. Such a model exists due to \( \varphi(x) \)-convexity of the theory \( T \). Consider all existentially closed extensions of the model \( N \). It is easy to see that the class of all these extensions does not exceed \( E_T \). Moreover, due to the convexity of the theory \( T \), this class coincides with \( E_T \). To count the number of models \( E_T \), we will use the central type technique. Let \( M_i \) be an arbitrary existentially closed extension of the model \( N \). Consider the central type of models \( M_i \). To do this, we will consider the fragments \( Th_{\forall\exists}(M_i) \), denote them \( T_i \). This is a Jonsson theory in the language of the theory \( T \), since \( M_i \in E_T \). Consider

\[
\overline{T}_{M_i} = T \cup Th_{\forall\exists}(C|M_i, c_{a})_{a \in A} \cup \{P(c)\} \cup \{P, \subseteq\},
\]

where \( \{P_{M_i}, \subseteq\} \) is a set sentences reflecting the fact that \( N \preceq_{\Sigma_{i}} M_i \). Due to the heredity of the \( T_i \) theory, the theory \( \overline{T}_{M_i} \) is a Jonsson theory, and it has a corresponding center, we denote it \( \overline{T}_{M_i} \). By virtue of the laws of first-order logic, we can replace the constant symbol \( c \) with the symbol of the variable \( x \), if in the new language we will leave only the predicate symbol \( P \).

Then instead of the center \( \overline{T}_{M_i} \) we get some complete type in the old language with the predicate symbol \( P \). Let’s denote this type by \( P^*_{M_i} \). This is the central type of the theory \( \overline{T}_{M_i} \).
An essential base of the central types...

There will be as many such central types as there are $M_i$ models. On this set of central types, i.e. obtained for each model $M_i \in E_T$, we consider the essential base of essential central types. And concerning it we use the results of Theorems 1 and 2 from [17]; in the language of central types, this means that each $T_i$ is a perfect Jonsson theory, since Theorem 2 proved the saturation of the universal model for a quasi-transcendental theory with a strong base. Each semantic model of Jonsson theory is universal in the sense of isomorphic embedding and relative to $\exists$-formulas, and due to the $\exists$-completeness of the $T$ theory, we can transfer the proof of saturation for $3$-types. This means that the theories $T_i$ are perfect Jonsson theories, due to heredity, $T_{M_i}$ are also perfect Jonsson theories, so their centers are model complete, which means that all embeddings between models are elementary. In particular, all algebraically prime models are prime models, and $(\Sigma_1, \Sigma_1)$-atomic models are atomic models of the theory $T_{M_i}$. Therefore, there will be as many central types as there are semantic models of theories $T_i$, but all these models are existentially closed models, like the semantic models of Jonsson theories. By virtue of the perfectness of Jonsson’s theory $T$, the class $E_T$ is equivalent to the class $ModT^i$. Because of the above, we can conclude that the number of central types for the Jonsson theory is exactly equal to the number of universally homogeneous models, and we can apply the result of Theorem 6 from [17], concerning only the spectrum of homogeneous models, which uniquely determines the criterion for the Jonsson theory, namely, a theory is Jonsson if and only if it has a universally homogeneous model of sufficient power.
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А.Р. Ешкеев, М.Т. Омарова

Денес теориянын централдык тиpterинц елеулi базасы

Макалада денес теориянын централдык тиpterинц елеулi базасы мендi теоретикd-i-модельd-i-тетрекдiккi қасиеттерi қарастырылған. Руқсат етiлген байытылған сияғатұрда центр мен йонсондұқ теорияның байланысы қерсетілген. Солымен қатар қарастырылған отығар ғана подақылықтар болып табылады. Осы жұмыс 2 параграфқа бөлінген: 1) елеулi тiндер және централдык тiндердi елеулi базасы (сонымен бірге елеулi тiндер пен елеулi база ұтqамдары Рудин-Кейслері деген тұлғаға анықталды, яғни кеiбір мұралалы йонсондұқ теорияның руқсат етiлген байытында централдык тиpterинц жиынданды); 2) $\varphi(x)$ — жыныс және мұралалық жинақтығы және жайылығы. Қелеiес жанда ұтqамдар еңiзiлен: $\varphi(x)$ — йонсондұқ жиын, APA — жиын, APA — экзистенционалды туынды модель, $\varphi(x)$ — денес теория, $\varphi(x)$ — трансценденттi теория, APA — трансценденттi теория. Осы макалалары бір қиінет Т.Г. Мустафиннiн еңбекінде квазитрансценденттi теорияның кеңi-келген өзбекі моделi қаттi базамен қашқық екендi деген астан етiлген деген қелiкi. Көбірек макаладар авторлары бұл изотропен екісек отырған жағдайына жақын: квазитрансценденттiлiктуықсыз $\varphi(x)$-трансценденттiлiкке ауыстырылды, мұндай $\varphi(x)$ қеiбір йонсондұқ жиындады әнiқтайды; жаңе кеiбір база ұтqамы елеулi база ұтqамы алынбасында, бірақ мұралалы йонсондұқ теорияның руқсат етiлген байытында. Жұмыстың негізi Мустафиннiн қоғамды білдiретін, алgebраалық немесе әпiлiқ деген тұлғаға туындылығы кеінде алған көрсеткіштi елiнде фрагменттерін сапсы мұралалы йонсондұқ теорияның руқсат етiлген байытеге әнiқтайды. 

Кiлт сөздер: йонсондұқ теория, централдык тiндер, елеулi база, $\varphi(x)$-жыны, $\varphi(x)$-денес теория, $\varphi(x)$-трансценденттi теория, APA-трансценденттi теория, фрагмент.

А.Р. Ешкеев, М.Т. Омарова

Существенная база центральных типов выпуклой теории

В статье рассмотрены теоретико-модельные свойства существенной базы центральных типов выпуклой теории. Показаны связи между центром и йонсоновской теорией в разрешенном обогащении сигнатуры. При этом рассматриваемые теории являются наследственными. Данная работа разбита на 2 параграфа: 1) существенные типы и существенная база центральных типов (при этом понятия существенного типа и существенной базы определяются с помощью порядка Рудина-Кейслера на
An essential base of the central types...
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On Boundary Value Problems for a Mixed Type Fractional Differential Equation with Caputo Operator

This article is devoted to study the boundary value problems of the first and second kind with respect to the spatial variable for a mixed inhomogeneous differential equation of parabolic-hyperbolic type with a fractional Caputo operator in a rectangular domain. In the study of such boundary value problems, we abandoned the boundary value condition with respect to the first argument and instead it is used additional gluing condition. In this case, in the justification of the unique solvability of the problems, the conditions on the boundary domain are removed. This allowed us to weaken the criterion for the unique solvability of boundary value problems under consideration. The solution is constructed in the form of Fourier series with eigenfunctions corresponding to homogeneous spectral problems. Estimates for the convergence of Fourier series are obtained as a regular solution of this mixed equation.

Keywords: Mixed differential equation, fractional order, Caputo operator, non model equation, Fourier series, gluing conditions, unique solvability.

Introduction

The theory of boundary value problems for differential equations of mixed parabolic-hyperbolic and elliptic-hyperbolic types, by virtue of its applied and theoretical significance, in recent years has become one of the most important branches of the theory of partial differential equations. In 1940, F. I. Frankl discovered applications of the Tricomi problem for the Chaplygin equation in transonic gas dynamics. Later the new applications of mixed-type equations have been found in the theory of Laval nozzles, in plasma theory, and in other branches of physics and mechanics.

Mathematicians began to study more often by the method of Fourier series the unique solvability and stability of the solution of the Dirichlet and Tricomi problems for a mixed type model differential equations of the second order

\[ \begin{array}{l}
0 = \begin{cases} u_t - u_{xx} + b^2 u, & t \geq 0, \\
 u_{tt} - u_{xx} + b^2 u, & t < 0 \end{cases} \\
\end{array} \]

in rectangle domain \( \Omega = \{(t, x) : -p < t < q, 0 < x < l\} \). We note that in [1-3] for this kind of equations in the rectangular domain with two gluing conditions and with a condition over the entire boundary domain were studied. In studying the unique solvability of Dirichlet and Tricomi problems for this kind of mixed equations there is a condition to the measure of the boundary domain. Our approach interfered with the global solvability of the considering problem in an arbitrary rectangle. The method of Fourier series is also widely used in the works of other authors in the study of local and nonlocal boundary value problems for differential and integro-differential equations (see, for example, works [4–9]). The problem of the correct choice of boundary value conditions for a wide class of singular partial differential equations are solved in [10]. The aggregated theorems of existence and uniqueness of classical solutions can be proved with continuously depending of experimental definite function. In [11] a nonlocal problem for the fourth order system of loaded partial differential equations is considered and the questions of a existence unique solution of the considered problem and ways of its construction are investigated.

The fractional differential and integral operators have applications in many fields of mathematical physics, engineering, neurobiology, economics, control theory and combustion science [12, 13]. Therefore, this kind of differential and integral operators plays an important role in the theory of linear and nonlinear analysis. It is also

*Corresponding author.
E-mail: tursun.k.yuldashev@gmail.com
known that in control theory is obtained a dynamic system, describing by the aid of fractional order differential equations [14]. There are classical methods of solving some kind of fractional differential equations with Riemann-Liouville operator, with the Caputo operator, or with the Erdeli-Kober operator. The Cauchy problems for the diffusion-wave equation with fractional differentiation operators in the sense of Riemann-Liouville and Caputo were investigated in [15–19]. Such kind of problems are of great importance in the construction of mathematical models of diffusion processes. Interesting results were obtained in works [20–22] for the fractional partial differential equations.

In this paper in the rectangular domain the unique solvability of the problem with boundary conditions first and second kind with respect to the spatial variable is established for an inhomogeneous parabolic-hyperbolic partial differential equations.

So, in rectangle domain $\Omega = \{(t, x): -p < t < q, 0 < x < l\}$ we consider a differential equation of mixed parabolic-hyperbolic type

\[
\begin{cases}
\begin{aligned}
\epsilon D^{\alpha}_{0t} U - U_{xx} + \lambda^2 U &= f(t, x), & t \geq 0, \\
U_{tt} - U_{xx} + \lambda^2 U &= f(t, x), & t < 0,
\end{aligned}
\end{cases}
\]

where $\lambda \geq 0, l > 0, p > 0, q > 0$ are known real numbers, $f(t, x)$ is known function and $\epsilon D^{\alpha}_{0t}$ is fractional order operator in the sense of Caputo:

\[
\epsilon D^{\alpha}_{0t} g(t) = \begin{cases}
\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} (t-z)^{-\alpha} g'(z) \, dz, & 0 < \alpha < 1, \\
\frac{d}{dt} g(t), & \alpha = 1,
\end{cases}
\]

$\Gamma(1-\alpha)$ is Euler gamma function.

Note that the Caputo operator (2) can be represented as follows:

\[
\epsilon D^{\alpha}_{0t} U (t, x) = I^{1-\alpha}_{a+} \frac{\partial U(t, x)}{\partial t},
\]

where

\[
I^{\alpha}_{a+} g_0(t) = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} (t-z)^{\alpha-1} g_0(z) \, dz
\]

is fractional order Riemann-Liouville integral.

We introduce the notations: $J = \{(t, x): t = 0, 0 < x < l\}$, $\Omega = \Omega_1 \cup \Omega_2 \cup J$,

$\Omega_1 = \Omega \cap \{(t, x): t > 0, x > 0\}$, $\Omega_2 = \Omega \cap \{(t, x): t < 0, x < 0\}$.

In the domain $\Omega$ we consider the following problem:

**Problem 1.** It is required to find a function $U(t, x)$ with the following properties:

\[
U(t, x) \in C(\bar{\Omega}) \cap C^1(\Omega_2 \cup J), \quad t^{1-\alpha} U(t, x), \quad t^{2-\alpha} U_{tt}(t, x) \in C(\Omega_1 \cup J);
\]

\[
U_{tt} \in C(\Omega_2 \cup J), \quad U_{xx} \in C(\Omega_1 \cup \Omega_2), \quad \epsilon D^{\alpha}_{0t} U \in C(\Omega_1 \cup J)
\]

and satisfies the equation (1) in the domains $\Omega_j$ $(j = 1, 2)$; on the line $J$ satisfies the gluing conditions

\[
U(+0, x) = U(-0, x), \quad (0, x) \in J,
\]

\[
\lim_{t \to +0} t^{1-\alpha} U(t, x) = \lim_{t \to -0} U(t, x), \quad (0, x) \in J,
\]

\[
\lim_{t \to +0} t^{2-\alpha} U_{tt}(t, x) = \lim_{t \to -0} U_{tt}(t, x), \quad (0, x) \in J;
\]

satisfies the following boundary value conditions

\[
U(t, 0) = 0, \quad U(t, l) = 0, \quad -p \leq t \leq q.
\]

So, we note that in studying this problem we use three gluing conditions (5)–(7).
Solutions of the equation (1), satisfying zero boundary value conditions (8), are sought in the form of the Fourier series

\[ U(t, x) = \sum_{n=1}^{\infty} u_n(t) \vartheta_n(x), \quad (9) \]

where

\[ u_n(t) = \frac{1}{l} \int_0^l U(t, x) \vartheta_n(x) \, dx, \]

\[ \vartheta_n(x) = \sqrt{\frac{2}{l}} \sin \rho_n x, \quad \rho_n = \sqrt{\mu_n^2 + \lambda_n^2}, \quad \mu_n = \frac{\pi n}{l}, \quad n \in \mathbb{N}. \]

It is known that a system of functions \( \{\vartheta_n(x)\}_{n=1}^{\infty} \) form a complete system of orthonormal functions in the space \( L_2[0, l] \). We also expand the function \( f(t, x) \) in a Fourier series by eigenvalue functions \( \vartheta_n(x) \):

\[ f(t, x) = \sum_{n=1}^{\infty} f_n(t) \vartheta_n(x), \quad (10) \]

where

\[ f_n(t) = \frac{1}{l} \int_0^l f(t, x) \vartheta_n(x) \, dx. \]

**Uniqueness of the solution of the problem 1**

**Theorem 1.** If there exists a solution of the problem 1, then this solution is unique.

**Proof.** Let \( f(t, x) = 0 \) be in \( \Omega \). We prove that a homogeneous problem \( U_1 \) has only a trivial solution. We consider the function \( \theta_m(t) = \int_0^l U(t, x) \vartheta_m(x) \, dx \).

Then for the homogeneous equation (1) we obtain

\[ \mathcal{D}_0^\alpha \theta_m(t) = \left( \frac{\sqrt{2}}{l} \int_0^l [\mathcal{D}_0^\alpha U(t, x)] \sin \rho_m x \, dx \right) \sin \rho_m x \, dx = \left( \frac{\sqrt{2}}{l} \int_0^l U_{xx}(t, x) \sin \rho_m x \, dx \right) \sin \rho_m x \, dx - \left( \frac{\sqrt{2}}{l} \int_0^l \lambda^2 U(t, x) \sin \rho_m x \, dx \right), \quad 0 < t < q, \]

\[ \theta_m''(t) = \left( \frac{\sqrt{2}}{l} \int_0^l U_{tt}(t, x) \sin \rho_m x \, dx \right) \sin \rho_m x \, dx = \left( \frac{\sqrt{2}}{l} \int_0^l U_{xx}(t, x) \sin \rho_m x \, dx \right) \sin \rho_m x \, dx - \lambda^2 \left( \frac{\sqrt{2}}{l} \int_0^l U(t, x) \sin \rho_m x \, dx \right), \quad -p < t < 0. \]

Hence, integrating by parts two times over \( x \) and taking the conditions (5)-(7) into account, we obtain

\[ \mathcal{D}_0^\alpha \theta_m(t) + \rho_m^2 \theta_m(t) = 0, \quad 0 < t < q, \quad (12) \]

\[ \theta_m''(t) + \rho_m^2 \theta_m(t) = 0, \quad -p < t < 0, \quad (13) \]

Applying the gluing conditions (5)-(7) to (11), we obtain

\[ \theta_m(+0) = \int_0^l U(+0, x) \vartheta_m(x) \, dx = \]
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\[ \int_0^l U(-0, x) \vartheta_m(x) \, dx = \theta_m(-0), \quad (14) \]

\[ \lim_{t \to 0^+} t^{1-\alpha} \vartheta_m(t) = \lim_{t \to 0^+} \int_0^l t^{1-\alpha} U(t, x) \vartheta_m(x) \, dx = \]

\[ \lim_{t \to 0^-} \int_0^l U(t, x) \vartheta_m(x) \, dx = \lim_{t \to 0^-} \vartheta_m(t), \quad \text{(15)} \]

\[ \lim_{t \to 0^+} t^{2-\alpha} \vartheta_m''(t) = \lim_{t \to 0^+} \int_0^l t^{2-\alpha} U_{tt}(t, x) \vartheta_m(x) \, dx = \]

\[ \lim_{t \to 0^-} \int_0^l U_{tt}(t, x) \vartheta_m(x) \, dx = \lim_{t \to 0^-} \vartheta_m''(t). \quad \text{(16)} \]

By virtue of (3) and (4), the countable systems of differential equations (12) and (13), respectively, have general solutions

\[ \theta_m(t) = c_m E_{\alpha,\beta}(\rho_m t^\alpha, 1), \quad 0 < t < q, \quad (17) \]

\[ \theta_m(t) = a_m \cos \rho_m t + b_m \sin \rho_m t, \quad -p < t < 0, \quad (18) \]

where \(a_m, b_m, c_m\) are arbitrary constants and \(E_{\alpha,\beta}(z, 1)\) is the Mittag-Leffler function with the form:

\[ E_{\alpha,\beta}(z, \sigma) \equiv E_{\alpha,\beta}(z, \sigma) = \sum_{i=0}^{\infty} \frac{z^i}{\Gamma(\alpha i + \sigma)}, \quad \sigma > 0. \]

Substituting (17) and (18) into (14)-(16) and taking into account the property of the Mittag-Leffler function

\[ E_{\alpha,\beta}(z) = 1 + z E_{\alpha,\beta}(z, \alpha + 1), \]

we obtain

\[ c_m = a_m, \quad b_m = -\frac{\rho_m}{\Gamma(\alpha)} c_m, \quad \left[ \frac{(1-\alpha)}{\Gamma(\alpha)} + 1 \right] c_m = 0. \]

Hence, we find that \(c_m = a_m = b_m = 0\). Consequently,

\[ \theta_m(t) = \int_0^l U(t, x) \vartheta_m(x) \, dx = 0, \quad t \in [-p, q]. \]

Therefore, by virtue of completeness of the systems of eigenfunctions \(\vartheta_n(x)\) in the space \(L_2[0, l]\), it implies \(U(t, x) = 0\) almost everywhere on \([0, l]\) for all \(t \in [-p, q]\).

Since, by virtue of the first condition of the problem 1, the function \(U(t, x)\) is continuous in \(\Omega\). Therefore, the solution of the problem 1 is unique. The Theorem 1 was proved.

**Justification of the existence of a solution of the problem 1**

Substituting the expansions (9) and (10) into equation (1), we obtain

\[ \sum_{n=1}^{\infty} \vartheta_n(x) u_n''(t) = \sum_{n=1}^{\infty} f_n(t) \vartheta_n(x) - \sum_{n=1}^{\infty} \rho_n^2 u_n(t) \vartheta_n(x), \quad (t, x) \in \Omega_1, \]

\[ \sum_{n=1}^{\infty} u_n''(t) \vartheta_n(x) = \sum_{n=1}^{\infty} f_n(t) \vartheta_n(x) - \sum_{n=1}^{\infty} \rho_n^2 u_n(t) \vartheta_n(x), \quad (t, x) \in \Omega_2. \]
Hence, taking into account the fact that the system of eigenvalue functions \( \{ \vartheta_n(x) \}_{n=1}^{\infty} \) form a complete system of orthonormal functions in the space \( L_2[0, l] \), we arrive at countable systems of differential equations

\[
c D_0^\alpha [u_n(t)] + \rho_0^2 u_n(t) = f_n(t), \quad 0 \leq t \leq q, \tag{19}
\]

\[
u_n''(t) + \rho_0^2 u_n(t) = f_n(t), \quad -p \leq t \leq 0, \quad n \in \mathbb{N}. \tag{20}
\]

By virtue of (3), the equation (19) takes the form

\[
I_0^{1-\alpha} u_n'(t) + \rho_0^2 u_n(t) = f_n(t), \quad 0 \leq t \leq q. \tag{21}
\]

Applying the operator \( I_0^{\alpha} \) to both sides of equation (21) and taking

\[
I_0^{\alpha} I_1^{1-\alpha} u_n'(t) = I_0^{1-\alpha} u_n(t) = u_n(t) - u_n(0)
\]

into account we bring this equation to the Volterra integral equation of the second kind with respect to the unknown function \( u_n(t) \):

\[
u_n(t) + \frac{\rho_0^2}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} u_n(\tau) \, d\tau = u_n(0) + \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} f_n(\tau) \, d\tau, \quad 0 \leq t \leq q. \tag{22}
\]

Taking

\[
\frac{1}{\Gamma(\beta)} \int_0^z t^{\sigma-1} E_{\alpha, \sigma} (\lambda t^\alpha) (z - t)^{\beta-1} \, dt = z^{\sigma+\beta-1} E_{\alpha, \sigma+\beta} (\lambda z^\alpha),
\]

\[
\frac{1}{\Gamma(\sigma)} \int_0^x (t - \tau)^{\alpha-1} E_{\alpha, \alpha+\sigma} (\tau) = E_{\alpha, \alpha} (\tau), \quad \sigma > 0, \quad \beta > 0
\]

into account we obtain the solution of the equation (22) in the form

\[
u_n(t) = c_n E_{\frac{\alpha}{2}} (-\rho_0^2 t^\alpha, 1) +
\]

\[
+ \frac{1}{\rho_0^2} \int_0^t (t - \tau)^{\alpha-1} E_{\frac{\alpha}{2}} (-\rho_0^2 (t - \tau)^\alpha, \alpha) f_n(\tau) \, d\tau, \quad 0 \leq t \leq q. \tag{23}
\]

where \( c_n \) is arbitrary constant.

Solving the equation (20) by the Lagrange method, we obtain the representation

\[
u_n(t) = a_n \cos \rho_n t + b_n \sin \rho_n t + \frac{1}{\rho_n} \int_0^t f_n(\tau) \sin \rho_n (\tau - t) \, d\tau, \quad -p \leq t \leq 0, \tag{24}
\]

where \( a_n, b_n \) are arbitrary constants.

Applying the gluing conditions (14)-(16) for \( m = n \) to representations (23) and (24), we derive unknown coefficients \( a_n, b_n, c_n \):

\[
c_n = a_n = \frac{f_n(0)}{\rho_0^2}, \quad b_n = 0. \tag{25}
\]

Substituting (25) into (23) and into (24), we obtain the following representations

\[
u_n(t) = \frac{f_n(0)}{\rho_0^2} E_{\frac{\alpha}{2}} (-\rho_0^2 t^\alpha, 1) +
\]

\[
+ \frac{1}{\rho_0^2} \int_0^t (t - \tau)^{\alpha-1} E_{\frac{\alpha}{2}} (-\rho_0^2 (t - \tau)^\alpha, \alpha) f_n(\tau) \, d\tau, \quad 0 \leq t \leq q. \tag{26}
\]
Substituting (26) and (27) into the Fourier series (9), we formally represent the solution of the problem 1 in the form of the following Fourier series

\[
U(t, x) = \sum_{n=1}^{\infty} \vartheta_n(x) \left[ \frac{f_n(0)\rho_n^2}{\rho_n^2} E_\frac{1}{2}(-\rho_n^2 t^\alpha, 1) + \right. \\
+ \left. \int_0^1 (t-\tau)^{\alpha-1} E_\frac{1}{2}(-\rho_n^2 (t-\tau)^\alpha, \alpha) f_n(\tau) d\tau \right], \quad (t, x) \in \Omega_1, \tag{28}
\]

\[
U(t, x) = \sum_{n=1}^{\infty} \vartheta_n(x) \left[ \frac{f_n(0)}{\rho_n^2} \cos \rho_n t + \frac{1}{\rho_n} \int_0^1 f_n(\tau) \sin \rho_n (t-\tau) d\tau \right], \quad (t, x) \in \Omega_2. \tag{29}
\]

**Theorem 2.** Let the functions \( f(t, x), f_x(t, x), f_{xx}(t, x), f_t(t, x) \) be continuous in \( \Omega \) and \( f_{tt}(t, x) \in L_2(\Omega), f(t, 0) = f(t, l) = 0, -p \leq t \leq q \). Then a regular solution of the problem 1 exists and is defined in the form of series (28) and (29).

**Proof.** In proving the convergence of the series (28) and (29) with the properties of the problem 1, an important role are played the applications of the Cauchy-Schwartz inequality and Bessel inequality. First, estimate the following functions

\[
\frac{1}{\rho_n^2} = \frac{1}{\mu_n^2 + \lambda^2} \leq \frac{1}{\mu_n^2} = \left( \frac{1}{\pi} \right)^2 \frac{1}{n^2}, \quad \rho_n = \sqrt{\mu_n^2 + \lambda^2}, \quad \mu_n = \frac{\pi n}{l}, \quad n \in \mathbb{N};
\]

\[
|E_\frac{1}{2}(-\rho_n^2 (t-\tau)^\alpha, \alpha)| \leq \frac{C}{1 + \rho_n^2 (t-\tau)^\alpha} \leq \frac{C}{\rho_n^2 (t-\tau)^\alpha} \leq \frac{(t-\tau)^{-\alpha}}{1 + \rho_n^2 (t-\tau)^\alpha} \leq \frac{M_0}{\rho_n^2 (t-\tau)^\alpha}, \quad M_0 \geq (t-\tau)^{-\alpha} C, \quad 0 < C = \text{const};
\]

\[
\int_0^1 (t-\tau)^{\alpha-1} d\tau = \int_0^1 (t-\tau)^{\alpha-1} d(t-\tau) = \left| \frac{(t-\tau)^\alpha}{\alpha} \right|_{\tau=0}^{\tau=t} \leq \frac{q^\alpha}{\alpha}.
\]

Then applying the Cauchy-Schwartz inequality and Bessel inequality to the series (28), we obtain the following estimate

\[
|U(t, x)| \leq \sqrt{\frac{2}{l}} \sum_{n=1}^{\infty} \left[ \frac{|f_n(0)|}{\rho_n^2} \cdot \left| E_\frac{1}{2}(-\rho_n^2 t^\alpha, 1) \right| + \right. \\
+ \left. \int_0^1 (t-\tau)^{\alpha-1} \left| E_\frac{1}{2}(-\rho_n^2 (t-\tau)^\alpha, \alpha) \right| \left| f_n(\tau) \right| d\tau \right] \leq \\
\leq \sqrt{\frac{2}{l}} \sum_{n=1}^{\infty} \left| \frac{f_n(0)}{\rho_n^2} \right| \cdot \frac{M_0}{\rho_n^2} + \sqrt{\frac{2}{l}} \sum_{n=1}^{\infty} \frac{M_0}{\rho_n^2} \max_{0 \leq t \leq q} \left| f_n(t) \right| \left| \int_0^1 (t-\tau)^{\alpha-1} d\tau \right| \leq \\
\leq M_0 \sqrt{\frac{2}{l}} \sum_{n=1}^{\infty} \left| \frac{1}{\rho_n^2} \right| \cdot \left| \int_0^l f(0, x) \vartheta_n(x) dx \right|^2 + \\
+ M_0 \sqrt{\frac{2}{l}} \frac{q^\alpha}{\alpha} \sqrt{\sum_{n=1}^{\infty} \left| \frac{1}{\rho_n^2} \right| \cdot \left| \int_0^l f(t, x) \vartheta_n(x) dx \right|^2} \leq \frac{n}{2} \alpha \cdot \frac{n}{2} \alpha
\]
where

\[
M_1 = \max \left\{ \frac{q^\alpha}{\alpha}; 1 \right\}; \quad M_2 = \max \left\{ \left( \frac{1}{\pi} \right)^2; \left( \frac{1}{\pi} \right)^4 \right\}; \quad M_3 = \sqrt{\sum_{n=1}^{\infty} \frac{1}{n^4}}.
\]

Similarly to estimate (30), for series (29) we obtain the estimate

\[
|U(t, x)| \leq \sqrt{2} \sum_{n=1}^{\infty} \frac{1}{\rho_n^2} \sum_{n=1}^{\infty} \left| f_n(0) \right|^2 + p \sum_{n=1}^{\infty} M_0 \frac{\max_{-\pi \leq t \leq 0} \left| f_n(t) \right|}{\rho_n} \leq \sqrt{2} \sum_{n=1}^{\infty} \frac{1}{\rho_n^2} \sum_{n=1}^{\infty} \left| f_n(0) \right|^2 + p \sum_{n=1}^{\infty} M_0 \frac{\max_{-\pi \leq t \leq 0} \left| f_n(t) \right|}{\rho_n} \leq \sqrt{2} N_0 N_1 N_2 \max_{-\pi \leq t \leq 0} \left| f(t, x) \right|_{L_2[0, t]} < \infty, (t, x) \in \Omega_2,
\]

where

\[
N_0 = \max \{ p; 1 \}; \quad N_1 = \max \left\{ \frac{l}{\pi}; \left( \frac{l}{\pi} \right)^2 \right\}; \quad N_2 = \sqrt{\sum_{n=1}^{\infty} \frac{1}{n^2}}.
\]

By virtue of the estimates (30) and (31), we conclude that the series (28) and (29) absolutely and uniformly converge.

Similarly to the case of series (28) and (29), it is easy to check, that the series

\[
t^2-\alpha U_{tt}(t, x) = \sum_{n=1}^{\infty} t^{2-\alpha} u_n^{(\alpha)}(t) \partial_n(x), (t, x) \in \Omega_1,
\]

\[
U_{tt}(t, x) = \sum_{n=1}^{\infty} u_n^{(\alpha)}(t) \partial_n(x), (t, x) \in \Omega_2.
\]

are convergent.

Now we prove the convergence of the following series

\[
U_{xx}(t, x) = -\sum_{n=1}^{\infty} \rho_n^2 \partial_n(x) \left[ \frac{f_n(0)}{\rho_n^2} E_\frac{\alpha}{2} (-\rho_n^{-\alpha} t^\alpha, 1) + \int_{0}^{t} (t-\tau)^{\alpha-1} E_{\frac{\alpha}{2}} (-\rho_n^{-\alpha} (t-\tau)^\alpha, \alpha) f_n(\tau) d\tau \right], (t, x) \in \Omega_1,
\]

\[
U_{xx}(t, x) = -\sum_{n=1}^{\infty} \rho_n^2 \partial_n(x) \times \left[ \frac{f_n(0)}{\rho_n^2} \cos \rho_n t + \frac{1}{\rho_n} \int_{0}^{t} f_n(\tau) \sin \rho_n (\tau-t) d\tau \right], (t, x) \in \Omega_2.
\]

Integrating twice in parts the integral \( f_n(t) = \int_{0}^{t} f(t, x) \partial_n(x) dx \) with respect to \( x \), we obtain

\[
f_n(t) = -\rho_n^{-2} f_n''(t), \quad \text{where} \quad f_n''(t) = \int_{0}^{t} f_{xx}(t, x) \partial_n(x) dx.
\]

Then for the series (32) and (33), respectively, we derive the following estimates

\[
|U_{xx}(t, x)| \leq \sqrt{2} \sum_{n=1}^{\infty} \rho_n^2 \left[ \left| \frac{f_n(0)}{\rho_n^2} \right| \left| E_{\frac{\alpha}{2}} (-\rho_n^{-\alpha} t^\alpha, 1) \right| + \right.
\]
Theorem 2 is proved. Using the same method, we can establish a unique solvability of the following problem.

By virtue of the estimates (34) and (35), we conclude that the series (32) and (33) absolutely and uniformly converge. It follows that the series (28) and (29) satisfy all the properties of the problem 1. Theorem 2 is proved.

Problem 2. Find a solution $U(t, x)$ of equation (1) that is regular in the domain $\Omega$ and satisfies all the conditions of problem 1 except (8), which is replaced by the following condition

$$U_x(t, 0) = 0, \quad U_x(t, 0) = 0, \quad -p \leq t \leq q.$$

Т.К. Юлдашев, Б.И. Исломов, У.Ш. Убайдуллаев

Капуто операторы бар аралас типті болшek дифференциалдық тендеуеге арналган шеттiк есептер туралы

Мақалаға тікбұрышты аймақтасы болшек Капуто операторы бар параболалық гиперболалық түнтеқ біртекті немесе дифференциалдық тендеудің келісім бойынша қатысты бірнеше жоғары екінді тінілі ісікті шеттiк есептер зерттеді. Мұндай шеттiк есептерді зерттеп кезінде бірнеше аргумент болынша шекаралық шарт таңдау қажет болуы мүмкін. Сондықтан, барлық мүмкіндік пірігін біртекті шеттiк түнтеқ бұрсақ шарттарын қосуға болады.

Капуто операторының қалыптағы түнтеқ туралыға және дифференциалдық тендеуге әр түрлі шеттiк есептерді зерттеу қажет. Бұл шеттiк есептердің спектрлiк ерекшелеуі арқылы сипатталады.

Кімдер: аралас дифференциалдық тендеу, жоғары екінді, Капуто операторы, модельдік емес тен- деу, Фурье қатары, ұзымдық шарттар, біркәк шешуі.
О краевых задачах для дробного дифференциального уравнения смешанного типа с оператором Капуто

В статье исследованы краевые задачи первого и второго родов относительно пространственного переменного для дробного неоднородного дифференциального уравнения параболо-гиперболического типа с дробным оператором Капуто в прямоугольной области. При исследовании таких краевых задач авторы отказались от задания граничного условия по первому аргументу и использовали вместо этого дополнительное условие склейивания. При этом в обосновании однозначной разрешимости снимаются условия на граничную область. Это позволило авторам статьи ослабить критерий однозначной разрешимости рассматриваемых краевых задач. Решение построено в виде рядов Фурье с собственными функциями, соответствующими однородным спектральным задачам. Получены оценки сходимости рядов Фурье как регулярное решение этого смешанного уравнения.

Ключевые слова: смешанное дифференциальное уравнение, дробный порядок, оператор Капуто, не-модельное уравнение, ряд Фурье, условия склейивания, однозначная разрешимость.
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On a New Class of Singular Integro-differential Equations

In this paper for a new class of model and non-model partial integro-differential equations with singularity in the kernel, we obtained integral representation of family of solutions by aid of arbitrary functions. Such type of integro-differential equations are different from Cauchy-type singular integro-differential equations. Cauchy-type singular integro-differential equations are studied by the methods of the theory of analytic functions. In the process of our research the new types of singular integro-differential operators are introduced and main property of entered operators are learned. It is shown that the solution of studied equation is equivalent to the solution of system of two equations with respect to \(x\) and \(y\), one of which is integral equation and the other is integro-differential equation. Further, non-model integro-differential equations are studied by regularization method. This regularization method for non-model equation is based on selecting and analysis of a model part of the equation and reduced to the solution of two second kind Volterra type integral equations with weak singularity in the kernel. It is shown that the presence of a non-model part in the equation does not affect to the general structure of the solutions. From here investigation of the model equations for given class of the integro-differential equations becomes important.

In the cases, when the solution of given integro-differential equation depends on any arbitrary functions, a Cauchy type problems are investigated.

Keywords: singular integro-differential equation, model equation, non model equation, characteristic equation, Cauchy type problem.

Introduction

In addition to the theory of differential and integral equations, the theory of integro-differential (I-D) equations with regular and singular coefficients plays an important role in theoretical and applied research. There are many scientific publications where theoretical or applied aspects of the theory of I-D equations are studied. Of particular interest is research on I-D equations with singular kernels. During the last years the theory of the I-D equations basically developed in two directions. The first direction is connected with the study of approximate solutions of I-D equations [1–10]. The second direction is connected with construction of the general theory for a new classes of the I-D equations [11–18]. Study of the various aspects of I-D equations in Banach spaces also concerns to the second direction [19–21]. Also, in last years the methods of solving the direct and inverse problems and problems with small parameters for the I-D equations [22–24] were actively developed.

One of section in the theory of the I-D equations, which is not studied completely, is the section of I-D equations with singular and super singular coefficients. Some results in this direction are received by integral transform methods in [25–27]. But, we note that the singularity in dependent of the studied problems has different nature. Therefore, the approach of separate authors to study the singular problems happens in different ways.

In the classical singular integro-differential equations the integrals basically we understood in sense of a principal value of Cauchy. Consequently, in solving some equations the methods of analytic functions are used. Unlike this, we will investigate such singular I-D equations, in which integrals are understood in ordinary sense of Riemann. Therefore, our approaches in studying the given problem are also different from the works [13–15]. This work is a further continuation of our research in [28, 29].

*Corresponding author.
E-mail: tursun.k.yuldashev@gmail.com
1. Formulation of problem and basic designation

We denote: \( D = \{(x, y) : a < x < c, b < y < d\} \) and \( \Gamma_1 = \{a < x < c, y = b\} \), \( \Gamma_2 = \{x = a, b < y < d\} \). In the domain \( D \) we consider a partial integro-differential equation with singular coefficients:

\[
K \varphi \equiv \varphi'_1(x, y) + \frac{A(x)}{x - a} \varphi + \int_a^x \frac{B(t)}{(t - a)^2} \varphi(t, y) dt + \int_b^y \frac{E(s)}{s - b} \varphi'_1(x, s) ds + \\
+ \int_b^y \frac{G(x, s)}{(x - a)(s - b)} \varphi(x, s) ds + \int_a^x \frac{dt}{(t - a)^2} \int_b^y \frac{H(t, s)}{s - b} \varphi(t, s) ds = f(x, y),
\]

where \( A(x), B(x), E(x, y), G(x, y), H(x, y) \) are given functions connecting to each other by equalities \( G(x, y) = A(x)E(y), H(x, y) = B(x)E(y) \); \( f(x, y) \) is the given function on the domain \( D \); \( \varphi(x, y) \) is an unknown function.

An importance of studying equation (1) consists in the following idea:

1. The degree of singularity in the kernel of the studied equation with respect to \( x \) is equal to 2 and with respect to \( y \) is equal to 1. Therefore the kernels of this equation are not Fredholm type kernels;
2. Singularity in this equation is not understood in the sense of a principal value of Cauchy;
3. For the solution of this equation we do not use methods of the theory of analytic functions;
4. We obtain the solution of the considered equation in the sense of generalized solution from the theory of regular I-D equations.

To solve the equation (1) we introduce some designations:

1. Through \( C^{\delta_1, \delta_2}(\mathcal{D}) \) we denote a class of such functions, which have the first order continuous derivative with respect to the variable \( x \) with an asymptotic behaviour

\[
f(x, y) = o[(x - a)^{\gamma_1}, (y - b)^{\gamma_2}], \gamma_1 > \delta_1, \gamma_2 > \delta_2.
\]

2. We denote \( C^{\delta_1}(\mathcal{D}) = C^{\delta_1}(\Gamma_1) \) and \( C^{0, \delta_2}(\mathcal{D}) = C^{\delta_2}(\Gamma_2) \).
3. Through \( C_{f(a)}^{\delta_1}(\mathcal{D}) \) we designate a class of such functions, for difference of which there is true the following

\[
f(x) - f(a) \rightarrow 0 \text{ as } x \rightarrow a.
\]

This type of functions has an asymptotic behaviour

\[
f(x) - f(a) = o[(x - a)^{\gamma_1}], \gamma_1 > \delta_1.
\]

If \( f(a) = 0 \), then we have denotation \( C^{\delta_1}_0(\mathcal{D}) = C^{\delta_1}(\Gamma_1) \).

The solution of equation (1) we seek in the class \( C^{1, 0}_c(\mathcal{D}) \). For this purpose by \( \Pi^{x, 1, 2}_{a, A(x), B(x)} \) and \( \Pi^{b, 1}_{b, E(y)} \) we designate operators acting on function \( \varphi(x, y) \) by rules

\[
\Pi^{x, 1, 2}_{a, A(x), B(x)} \varphi(x, y) \equiv \varphi'_1(x, y) + \frac{A(x)}{x - a} \varphi(x, y) + \int_a^x \frac{B(t)}{(t - a)^2} \varphi(t, y) dt,
\]

\[
\Pi^{b, 1}_{b, E(y)} \varphi(x, y) \equiv \varphi(x, y) + \int_b^y \frac{E(s)}{s - b} \varphi(x, s) ds.
\]

If \( A(x) = A = \text{const}, B(x) = B = \text{const} \) and \( E(x) = E = \text{const} \), then operators \( \Pi^{x, 1, 2}_{a, A, B} \varphi(x, y) \) in (3) and \( \Pi^{b, 1}_{b, E} \varphi(x, y) \) in (4) we call model operators and the equations corresponding to these operators we call model equations.

So, equation (1) by means of just entered operators we represent as

\[
\Pi^{x, 1, 2}_{a, A(x), B(x)} \Pi^{b, 1}_{b, E(y)} \varphi(x, y) = f(x, y),
\]

where \( \psi(x, y) \) is a new unknown function and the function \( f(x, y) \) has an asymptotic behaviour (2).
By separating model part of system (6) we obtain

\[
\begin{align*}
\Pi^{x,1}_{b, E(b)} \varphi(x, y) &= \Psi(x, y), \\
\Pi^{x,1,2}_{a, A(a), B(a)} \psi(x, y) &= F(x, y),
\end{align*}
\]

where

\[
\Psi(x, y) = \psi(x, y) - \int_b^y \frac{E(s) - E(b)}{s - b} \varphi(x, s)ds,
\]

\[
F(x, y) = f(x, y) - \frac{A(x) - A(a)}{x - a} \psi(x, y) - \int_a^x \frac{B(t) - B(a)}{(t - a)^2} \psi(t, y)dt.
\]

It is obvious that the homogeneous equations of system (7) correspond to characteristic equations

\[
1 + \frac{E(b)}{\lambda} = 0,
\]

\[
\mu + A(a) + \frac{B(a)}{\mu - 1} = 0.
\]

In dependent of the roots of the characteristic equations (10), (11) we obtain the solution of the system of equations (7) in following form.

Let \( \lambda = -E(b) > 0 \) and the roots of the characteristic equations (11) be real and different, \( 1 < \mu_1 < \mu_2 \). Then the solution of nonhomogeneous equations (7) gives by formula:

\[
\begin{align*}
\varphi(x, y) &= (y - b)^{\mu_1} c_1(x) + \Psi(x, y) + \left( \Pi^{y, \lambda+1}_{b, \lambda} \right)^{-1} \Psi(x, y) \equiv E_1, \\
\psi(x, y) &= (x - a)^{\mu_2} c_2(y) + (x - a)^{\mu_2} c_3(y) + \left( \Pi^{x, \mu_1, \mu_2}_{a, \mu_1, \mu_2} \right)^{-1} F(x, y) \equiv E_2,
\end{align*}
\]

where \( E_1 = E_1[c_1(x), \Psi(x, y)], E_2 = E_2[c_2(y), c_3(y), F(x, y)], \) operators \( \left( \Pi^{y, \lambda+1}_{b, \lambda} \right)^{-1} \) and \( \left( \Pi^{x, \mu_1, \mu_2}_{a, \mu_1, \mu_2} \right)^{-1} \) are inverse to operators \( \Pi^{x,1}_{b, E(b)} \) and \( \Pi^{x,1,2}_{a, A(a), B(a)} \), respectively, and the explicit form of these operators are

\[
\begin{align*}
(\Pi^{y, \lambda+1}_{b, \lambda})^{-1} \Psi(x, y) &= \lambda \int_b^y \frac{(y - b)^{\lambda}}{s - b} \Psi(x, s)ds, \\
(\Pi^{x, \mu_1, \mu_2}_{a, \mu_1, \mu_2})^{-1} F(x, y) &= \frac{1}{\sqrt{D_1}} \int_a^x \left[ (1 - \mu_1) \left( \frac{x - a}{t - a} \right)^{\mu_1} - (1 - \mu_2) \left( \frac{x - a}{t - a} \right)^{\mu_2} \right] F(t, y)dt.
\end{align*}
\]

Substituting the value of \( \Psi(x, y) \) and \( F(x, y) \) from (8), (9) into (12), after some transformations we come to solving the following Volterra type integral equations

\[
\begin{align*}
\varphi(x, y) + \int_b^y K_1(y, s) \varphi(x, s)ds &= E_1[c_1(x), \psi(x, y)], \\
\psi(x, y) + \frac{1}{\sqrt{D_1}} \int_a^x K_2(x, t) \psi(x, y)dt &= E_2[c_2(y), c_3(y), f(x, y)],
\end{align*}
\]

where

\[
\begin{align*}
K_1(y, s) &= \left( \frac{y - b}{s - b} \right)^{\lambda} \frac{E(s) - E(b)}{s - b}, \\
K_2(x, t) &= (1 - \mu_1) \left( \frac{x - a}{t - a} \right)^{\mu_1} - (1 - \mu_2) \left( \frac{x - a}{t - a} \right)^{\mu_2} + \left( \frac{x - a}{t - a} \right)^{\mu_1} \left( \frac{x - a}{t - a} \right)^{\mu_2} \frac{A(t) - A(a)}{t - a}.
\end{align*}
\]
If we introduce new unknown functions as \( \varphi_1(x, y) = \frac{\varphi(x, y)}{(y-a)^\mu}, \psi_1(x, y) = \frac{\psi(x, y)}{(x-a)^\mu} \), then instead the integral equations (13) we solve the following integral equations

\[
\begin{align*}
\varphi_1(x, y) + \int_b^y K_{1,1}(y, s)\varphi_1(x, s)ds &= \frac{E_1[c_1(x), \psi(x, y)]}{(y-b)^\lambda}, \\
\psi_1(x, y) + \frac{1}{\sqrt{D_1}} \int_a^x K_{2,1}(x, t)\psi_1(x, y)dt &= \frac{E_2[c_2(y), c_3(y), f(x, y)]}{(x-a)^\mu},
\end{align*}
\]

where

\[
\begin{align*}
K_{1,1}(y, s) &= \frac{E(s) - E(b)}{s-b}, \\
K_{2,1}(x, t) &= \left[ 1 - \mu_1 - (1 - \mu_2) \left( \frac{x-a}{t-a} \right)^{\mu_2-\mu_1} \right] \frac{A(t) - A(a)}{t-a} + \\
&+ \left[ 1 - \left( \frac{x-a}{t-a} \right)^{\mu_2-\mu_1} \right] \frac{B(t) - B(a)}{t-a}.
\end{align*}
\]

If the following conditions are fulfilled

\[
\begin{align*}
A(x) &\in C_{\mu_1}^{\mu_2}(\Gamma_1), B(x) \in C_{\mu_2}^{\mu_1}(\Gamma_1), E(y) \in C_{\mu_1}^{\mu_2}(\Gamma_1), \\
f(x, y) &\in C_{\mu_2-1}^{\mu_2}(\Gamma_2), (c_2(y), c_3(y)) \in C_{\mu_2}^{\mu_2}(\Gamma_2),
\end{align*}
\]

then the integral equations (14) become a Volterra type integral equations with weak singularity in the kernel and with the continuous right-hand side function. The solution of equations (14) by means of resolvent we write as

\[
\begin{align*}
\varphi_1(x, y) &= \frac{E_1[c_1(x), \psi(x, y)]}{(y-b)^\lambda} - \int_b^y \Gamma_1(y, s) \frac{E_1[c_1(x), \psi(x, s)]}{(s-b)^\lambda} ds, \\
\psi_1(x, y) &= \frac{E_2[c_2(y), c_3(y), f(x, y)]}{(x-a)^\mu} - \frac{1}{\sqrt{D_1}} \int_a^x \Gamma_2(x, t) \frac{E_2[c_2(y), c_3(y), f(t, y)]}{(t-a)^\mu} dt,
\end{align*}
\]

where \( \Gamma_1(y, s), \Gamma_2(x, t) \) are corresponding resolvent of integral equations (14).

Now coming back to our unknown functions \( \varphi(x, y), \psi(x, y) \) we find the solution of equation (5) (or equivalent equation (1)) as follow:

\[
\begin{align*}
\varphi(x, y) &= E_1[c_1(x), \psi(x, y)] - \int_b^y \Gamma_1(y, s) \left( \frac{y-b}{s-b} \right)^\lambda E_1[c_1(x), \psi(x, s)] ds, \\
\psi(x, y) &= E_2[c_2(y), c_3(y), f(x, y)] - \\
&- \frac{1}{\sqrt{D_1}} \int_a^x \Gamma_2(x, t) \left( \frac{x-a}{t-a} \right)^\mu E_2[c_2(y), c_3(y), f(t, y)] dt.
\end{align*}
\]

So we proved:

**Theorem 1.** We assume that conditions (15) are fulfilled; \( G(x, y) = A(x)E(y), H(x, y) = B(x)E(y) \) in I-D equation (1) and the roots of the characteristic equations (10) and (11) are such that \( \lambda = -E(b) > 0, 1 < \mu_1 < \mu_2 \). Then the solution of equation (1) in the class \( C_{1,0}(\mathcal{D}) \) is presented by formula (16).

From the validity of this Theorem 1, the following corollary holds.

**Corollary.** We assume that conditions (15) are fulfilled; \( G(x, y) = A(x)E(y), H(x, y) = B(x)E(y) \) in the I-D equation (1) and roots of the characteristic equations (10) and (11) are such that \( \lambda = -E(b) < 0, \mu_1 < \mu_2 < 1 \). Then the solution of equation (1) in the class \( C_{1,0}(\mathcal{D}) \) is presented by following formula

\[
\varphi(x, y) = E_1[0, \psi(x, y)] - \int_b^y \Gamma_1(y, s) \left( \frac{y-b}{s-b} \right)^\lambda E_1[0, \psi(x, s)] ds,
\]
Then the solution to the second equation of system (7) we represent as:

\[ \psi(x, y) = E_2[0, 0, f(x, y)] - \frac{1}{\sqrt{D_1}} \int_a^x \Gamma_2(x, t) \left( \frac{x - a}{t - a} \right)^{\mu_1} E_2[0, 0, f(t, y)] dt. \]

Let \( \lambda = -E(b) > 0 \) and the roots of the characteristic equation (11) be real and equal, \( \mu_1 = \mu_2 = \mu > 1 \). Then the solution to the second equation of system (7) we represent as:

\[ \psi(x, y) = (x - a)^\mu c_4(y) + (x - a)^\mu \ln(x - a) c_5(y) + \]
\[ + \left( \Pi_{\alpha, \mu-1, 1}^\mu \right)^{-1} F(x, y) = E_3[c_4(y), c_5(y), F(x, y)], \]

where

\[ \left( \Pi_{\alpha, \mu-1, 1}^\mu \right)^{-1} F(x, y) = \int_a^x \left( \frac{x - a}{t - a} \right)^\mu \left[ (\mu - 1) \ln \left( \frac{x - a}{t - a} \right) + 1 \right] F(t, y) dt. \]

Remark 1. Let be
\[ \lambda \equiv \frac{b - \ln(x - a)}{A(b)} \]
\[ \lambda, \mu \equiv \frac{b - \ln(x - a)}{A(b)} \]
Theorem 2. Thus the following theorem takes place:

The roots of the characteristic equations (10) and (11) are such that

1) \( \lambda = -E(b) > 0, \mu > 1 \);

2) The following inclusions take place

\[ A(x) \in C_{\alpha, \mu}^s(\Gamma_1), B(x) \in C_{\beta, \mu}^s(\Gamma_2), E(y) \in C_{\mu, \lambda}^s(\Gamma_2). \]

Then the solution of equation (1) in the class \( C_{\alpha, \beta}^s(\Gamma_2) \) can be represented by formula (17).

Remark 1. In this case, if \( \lambda = -E(b) < 0, \mu < 1 \), we obtain the unique solution of equation (1) in the form

\[ \varphi(x, y) = E_1[0, \psi(x, y)] - \int_b^y \Gamma_1(y, s) \left( \frac{y - b}{s - b} \right)^\lambda E_1[0, \psi(x, s)] ds, \]

where

\[ \psi(x, y) = E_3[0, 0, f(x, y)] - \int_a^x \Gamma_3(x, t) \left( \frac{x - a}{t - a} \right)^\mu E_3[0, 0, f(t, y)] dt. \]

Let be \( \lambda = -E(b) > 0 \) and the roots of the characteristic equation (11) are complex, conjugate and

\[ \mu_{1, 2} = \frac{1 - A(a)}{2} \pm \frac{\sqrt{4B(a) - (1 + A(a))^2}}{2} i \equiv \alpha \pm \beta i. \]

Then we can write the solution to the second equation of system (7) as:

\[ \psi(x, y) = (x - a)^\mu \{ \cos [\beta \ln(x - a)] c_6(y) + \sin [\beta \ln(x - a)] c_7(y) \} + \]
\[ + \left( \Pi_{\alpha, \mu-1, 1}^\mu \right)^{-1} F(x, y) = E_4[c_6(y), c_7(y), F(x, y)], \]
where
\[
\left( \Pi_{a,\alpha-1,\beta}^{\alpha} \right)^{-1} F(x, y) = \frac{1}{\beta} \int_{a}^{x} \left( \frac{x-a}{t-a} \right)^{\alpha} \left\{ (\alpha-1) \sin \left[ \beta \ln \left( \frac{x-a}{t-a} \right) \right] + \beta \cos \left[ \beta \ln \left( \frac{x-a}{t-a} \right) \right] \right\} f(x, s) dt.
\]

Here the operator \( \left( \Pi_{a,\alpha-1,\beta}^{\alpha} \right)^{-1} \) is inverse to I-D operator \( \Pi_{a,A,B,\alpha}^{\alpha,1,2} \), when the roots of the characteristic equation (11) are complex and conjugate.

In this case too repeating the above-stated scheme by means of resolvent of corresponding Volterra type integral equation we obtain the general solution of equation (1) in a following form:
\[
\varphi(x, y) = E_{1}[c_{1}(x), \psi(x, y)] - \int_{b}^{y} \Gamma_{1}(y, s) \left( \frac{y-b}{s-b} \right)^{\lambda} E_{1}[c_{1}(x), \psi(x, s)] ds, \tag{18}
\]
where
\[
\psi(x, y) = E_{4}[c_{0}(y), c_{7}(y), f(x, y)] - \frac{1}{\beta} \int_{a}^{x} \Gamma_{4}(x, t) \left( \frac{x-a}{t-a} \right)^{\alpha} E_{4}[c_{0}(y), c_{7}(y), f(t, y)] dt.
\]

Thus, the following theorem takes place.

**Theorem 3.** We assume that the following conditions are fulfilled:
1) \( G(x, y) = A(x) E(y), H(x, y) = B(x) E(y) \) in an I-D equation (1);
2) The roots of the characteristic equations (10) and (11) are such that \( \lambda = -E(b) > 0, \text{Re} \mu_{1,2} = \alpha > 1; \)
3) The following inclusions take place
\[
A(x) \in \mathbb{C}_{A(\alpha)}^{c}(\Gamma_{1}), B(x) \in \mathbb{C}_{B(\alpha)}^{c}(\Gamma_{1}), E(y) \in \mathbb{C}_{E(\beta)}^{c}(\Gamma_{2}), \]  
\[
f(x, y) \in \mathbb{C}^{\alpha-1,\lambda-1}(\mathbb{D}), \{c_{0}(y), c_{7}(y)\} \in \mathbb{C}^{\lambda-1}(\mathbb{T}_{2}).
\]

Then the solution of equation (1) in the class \( C_{x,0}^{1,0}(\mathbb{D}) \) can be represented by formula (18).

**Remark 2.** If \( \lambda = -E(b) < 0, \alpha < 1 \), we obtain the unique solution of equation (1) in the form
\[
\varphi(x, y) = E_{1}[0, \psi(x, y)] - \int_{b}^{y} \Gamma_{1}(y, s) \left( \frac{y-b}{s-b} \right)^{\lambda} E_{1}[0, \psi(x, s)] ds,
\]
where
\[
\psi(x, y) = E_{4}[0,0, f(x, y)] - \int_{a}^{x} \Gamma_{4}(x, t) \left( \frac{x-a}{t-a} \right)^{\alpha} E_{4}[0,0, f(t, y)] dt.
\]

2. **Boundary value problem**

One of the most important results in the theory of I-D equations is solving the Cauchy type problem and boundary value problems. The Cauchy type problem, when \( x_{0} \) does not the same as singular point, is solved as in ordinary theory. But in the theory of singular I-D equations it is interesting when corresponding conditions are given at singular point. In this case such kind problems we call singular Cauchy type problems. The singular Cauchy type problems are different from ordinary Cauchy problems, that in our case the problem gives with some weights.

We introduce the following denotation:
\[
\left\{ \begin{array}{l}
P_{h,\lambda}^{y}[\varphi(x, y)] = \frac{1}{(y-b)^{\lambda}} \varphi(x, y), \\
P_{a,\mu_{1}}^{x}[\varphi(x, y)] = \frac{1}{(x-a)^{\mu_{1}}} \left[ \Pi_{b,E}^{y,1}[\varphi(x, y)] \right], \\\nP_{a,\mu_{1},\mu_{2}}^{x}[\varphi(x, y)] = \frac{1}{(x-a)^{\mu_{1}-\mu_{2}+1}} \frac{d}{dx} \left[ \frac{1}{(x-a)^{\mu_{1}}} \Pi_{b,E}^{y,1}[\varphi(x, y)] \right].
\end{array} \right.
\]
Then the following remark holds:

Remark 3. The solution of type (16) has the following property:

\[
\begin{align*}
&\left[P^0_{b,\lambda} [\varphi(x, y)] \right]_{y=b} = c_1(x), \\
&\left[P^x_{a,\mu_1} [\varphi(x, y)] \right]_{x=a} = c_2(y), \\
&\left[P^x_{a,\mu_1,\mu_2} [\varphi'_x(x, y)] \right]_{x=a} = (\mu_2 - \mu_1)c_3(y).
\end{align*}
\]  

(19)

Now we consider the following singular Cauchy type problem:

**Singular Cauchy type problem.** Let the roots of characteristic equations (10) and (11) be such that \( \lambda = -E(b) > 0, \quad 1 < \mu_1 < \mu_2 \). It is required to find such solution of equation (1) which belongs to the class \( C^{1,0}_{x}(\mathbb{D}) \) and satisfies the following initial value conditions:

\[
\begin{align*}
&\left[P^0_{b,\lambda} [\varphi(x, y)] \right]_{y=b} = \omega_1(x), \\
&\left[P^x_{a,\mu_1} [\varphi(x, y)] \right]_{x=a} = \omega_2(y), \\
&\left[P^x_{a,\mu_1,\mu_2} [\varphi'_x(x, y)] \right]_{x=a} = \omega_3(y),
\end{align*}
\]

where \( \omega_1(x), \omega_2(y), \omega_3(y) \) are given functions on the domain \( \mathbb{D} \).

By virtue of integral representation (16) and its property (19), for equation (1) we find functions \( c_1(x), c_2(y), c_3(y) \) by means of the given functions \( \omega_1(x), \omega_2(y), \omega_3(y) \): \( c_1(x) = \omega_1(x), \quad c_2(y) = \omega_2(y), \quad c_3(y) = \frac{1}{\mu_2 - \mu_1}\omega_3(y) \).

Therefore substituting these values into (16), the unique solution of the singular Cauchy type problem be found as

\[
\begin{align*}
\varphi(x, y) &= E_1[\omega_1(x), \psi(x, y)] - \int_b^y \Gamma_1(y, s) \left( \frac{y - b}{s - b} \right)^\lambda E_1[\omega_1(x), \psi(x, s)] ds, \\
\psi(x, y) &= E_2[\omega_2(y), \frac{1}{\mu_2 - \mu_1}\omega_3(y), f(x, y)] - \\
&\quad - \frac{1}{\sqrt{D_1}} \int_a^x \Gamma_2(x, t) \left( \frac{x - a}{t - a} \right)^{\mu_1} E_2 \left[ \omega_2(y), \frac{1}{\mu_2 - \mu_1}\omega_3(y), f(t, y) \right] dt.
\end{align*}
\]  

(20)

So we have proved the following theorem.

**Theorem.** Let all conditions of Theorem 1 be fulfilled. Then the singular Cauchy type problem has a unique solution, which is given by (20).

Such kind of problems can be investigated, when the roots of characteristic equation (11) are real, equal, complex and conjugate.
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Сингулярные интегро-дифференциальные уравнения

Макалада ыжыда ерекшелігі бар моделдік және моделдік емес дербес түндылы интегро-дифференциалдық тендеулердің жаңа классы үшін еркін функциялар колемінен интергалағы ұығыр түріндегі өңірлі алынған. Интегро-дифференциалдық тендеулердің бұл түрі Коши тінгісі сингулярлық интегро-дифференциалдық тендеулерден өзге. Коши тінге ерекшелік тінгілдің интегро-дифференциалдық тендеулер аналитикалық функциялар теориясының әдістемен қарастырылған. Зерттеу барысында сингулярлық интегро-дифференциалдық операторларыңыз жаңа тұрлери енгізіліп, осы енгізілген операторлардың негізгі қасиеттері зерттелді. Зерттелетін тендеудің өңірлі қасиет кү еже үк кана-песі екі тендеу жүйесінің өңірліне тең екендігі корсетілен, олардың бірі – интегралдық тендеу, ал екіншісі – интегро-дифференциалдық тендеу болып табылады. Әрі қарай моделдік емес интергалағы тендеулер регуляризациялау әдісімен зерттелген. Моделдік емес тендеудің реттеудің бұл ерісі, тендеудің моделдік болғанда таңдауға және таңдауға негізделген және ынірдать алыс ерекшелігі бар екінші тінгіге Вольтерт тінгіс екі интергалақ тендеудің өңірлі болуы әдіс. Тендеуде моделдік емес өңірлі болып өңірліденді жалпы құрылысына көбірек қасиеттері корсетілген. Сондықтан интегро-дифференциалдық тендеулердің екі классы үшін моделдік тендеулерді зерттеу мүмкін. Осында интегро-дифференциалдық тендеулердің өңірлі кез келген өңірлі функциялардан обелі болады жәндайды Коши тінгіс есептер зерттеледі.
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Т.К. Юлдашев, С.К. Зарифзода

Об одном новом классе сингулярных интегро-дифференциальных уравнений

В статье для нового класса модельных и немодельных интегро-дифференциальных уравнений в частных производных с особенностю в ядре получено решение в виде схемы интегрального представления с помощью произвольных функций. Такой тип интегро-дифференциальных уравнений отличается от сингулярных интегро-дифференциальных уравнений типа Коши. Сингулярные интегро-дифференциальные уравнения типа Коши изучаются методами теории аналитических функций. В процессе нашего исследования введены новые типы сингулярных интегро-дифференциальных операторов и изучены основные свойства этих введеных операторов. Показано, что решение исследуемого уравнения эквивалентно решению системы двух уравнений относительно x и y, одно из которых является интегральным уравнением, а другое — интегро-дифференциальным уравнением. Далее немодельные интегро-дифференциальные уравнения исследованы методом регуляризации. Этот метод регуляризации немодельного уравнения основан на выборе и анализе модельной части уравнения и сводит к решению двух интегральных уравнений типа Вольтерра второго рода со слабой особенностью в ядре. Показано, что наличие немодельной части в уравнении не влияет на общую
структуре решений. Отсюда важное значение приобретает исследование модельных уравнений для данного класса интегро-дифференциальных уравнений. В случаях, когда решение данного интегродифференциального уравнения зависит от любых произвольных функций, исследованы задачи типа Коши.

Ключевые слова: сингулярное интегро-дифференциальное уравнение, модельное уравнение, немодельное уравнение, характеристическое уравнение, задача типа Коши.
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